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[1] The impact of the lower-boundary forcing over ocean grid points, namely of sea
surface temperature (SST), sea ice fraction, and sea ice thickness, on the mean
atmospheric simulation is investigated with an Arctic atmospheric regional climate model.
The assessment shows that the sea ice/SST forcing has an impact on the atmospheric
simulations. The near-surface air temperature response shows a strong, seasonally
dependent sensitivity to sea ice changes. The response is small in summer but significant
in winter, and changes in the marginal ice zone have the largest impact on the atmosphere.
During winter, the realistic representation of the marginal sea ice zone is important
as it contributes to the simulation of regional atmospheric circulation patterns and
temperature profiles. Changes in sea ice thickness of the western Arctic lower boundary
indicate an Arctic-wide response in the large-scale circulation and seem to have an impact
on the troposphere-stratosphere coupling. During summer the direct thermodynamic
effect of sea ice changes is small, while the dynamic response is still of importance but
smaller than in winter.

Citation: Rinke, A., W. Maslowski, K. Dethloff, and J. Clement (2006), Influence of sea ice on the atmosphere: A study with an

Arctic atmospheric regional climate model, J. Geophys. Res., 111, D16103, doi:10.1029/2005JD006957.

1. Introduction

[2] Sea ice plays a critical role in the Arctic climate
system [Arctic Climate Impact Assessment, 2005], because
of its reflective surface affecting the albedo associated with
the ice-albedo-temperature feedback, and its impact on the
transfer of heat, moisture and momentum between the ocean
and atmosphere and associated feedbacks involving humid-
ity and clouds. In winter, sea ice insulates the relatively
warm ocean water from the cold polar atmosphere except
where cracks or leads in the ice and polynyas allow
exchange of heat and water vapor from ocean to atmo-
sphere. The number of leads and polynyas determines
where and how much heat and water are lost to the
atmosphere, which may affect the local cloud cover and
precipitation. In the marginal ice zones like in the Barents
Sea, the oceanic heat loss in winter can reach more than
600 W/m2 [Harms et al., 2005], which presents a
significant input to the local atmosphere. However, the
impact of Arctic sea ice cover changes on the atmospheric
circulation may not be limited to local or Arctic-wide, but
could have global implications. Dethloff et al. [2006]
discuss feedbacks that occur through the modulation of
the strength of subpolar westerlies and storm tracks. Our
understanding of extratropical atmosphere-ocean interac-

tions, focusing on the atmospheric response to sea surface
temperature (SST) anomalies has been advanced during the
last several years (seeKushnir et al. [2002] for a synthesis and
evaluation, and recently,Deser et al. [2004] and Alexander et
al. [2004]). SST/sea ice anomalies directly affect a local
thermal forcing to the atmosphere, which in turn induces a
local modification of the geopotential height field. The
geostrophic adjustment implies the development of an anom-
aly of the vorticity field which then propagates through the
dispersion of stationary Rossby waves.
[3] In this sense, the specification of lower-boundary

conditions in a regional climate model (RCM) is crucial
to overall simulations. Generally, the lateral boundary con-
ditions exert a strong control on RCM simulations, however
this control is weaker in a large circumpolar Arctic domain,
which allows more internal variability and the development
of nonlinear interactions. Very few Arctic RCM studies
have investigated the impact of lower-boundary forcing
(i.e., of the prescribed sea ice/SST on the regional atmo-
spheric circulation) and these were case studies, which are
not systematic [Rinke and Dethloff, 2000; Görgen, 2004;
Semmler et al., 2004]. This paper presents an approach in
which an atmosphere stand-alone RCM is exposed to
different sea ice/SST data sets at its lower boundary. The
applied forcing conditions do not describe selected idealized
cases but represent ‘‘realistic’’ conditions. One data set is
the commonly used European Centre for Medium-Range
Weather Forecasts (ECMWF) reanalysis data set, while the
other comes from a state-of-the-art coupled ice-ocean model
driven by the ECMWF reanalysis atmospheric data. By
comparing the two atmospheric RCM simulations driven by
different lower-boundary forcing (but driven by the same
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lateral forcing), the impact of inaccurate sea ice/SST infor-
mation on the atmospheric simulation will be discussed.
Especially inaccurate is the assumption of a fixed sea ice
thickness (most Arctic RCMs use a uniform thickness of
2 m). The aim of this investigation is to quantify the
atmospheric climatological mean response to a different
lower-boundary forcing and to identify those cases where
a more accurate lower-boundary forcing seems necessary
for realistic atmospheric simulations.
[4] The specific approach, the employed RCM and the

experimental design of the 15- yearlong simulations are
described in section 2. Results are presented sequentially in
section 3: the differences between the two applied SST/sea ice
forcing data sets in section 3.1. and the impact on surface
variables and atmospheric structure in sections 3.2–3.3.
Section 4 summarizes the results and presents conclusions.

2. Approach

[5] The state-of-the-art atmospheric RCM HIRHAM
[Christensen et al., 1996; Dethloff et al., 1996] has been
configured for the pan-Arctic domain and 15-yearlong
simulations over the period of 1979–1993 have been
performed. The influence of the actual sea ice conditions
has been investigated by conducting two HIRHAM simu-
lations differing only by the SST and sea ice data set applied
at the lower boundary during the simulation.
[6] One widely used data set is that from the ERA15

reanalysis [Gibson et al., 1997] from the ECMWF. ERA15
data cover the period 1979–1993 and have a horizontal
spectral resolution of T106 (Gaussian grid resolution 1.125�
or about 125 km). From November 1981 onward, NCEP
weekly SST data were used for the reanalysis, while GISST
data were used prior to November 1981. Both data sets have
a 1 degree resolution. There is no separate field in ERA15
describing the sea ice cover; it was derived from the SSTs. If
SST is warmer (colder) than �1.0�C (�1.8�C), then the sea
ice fraction is set to 0 (1), and for SSTs in between, a
fractional ice mask is parameterized [Christensen et al.,
1996]. Using ice fraction data derived this way, a constant
ice thickness of 2 m is set everywhere where ice fraction is
greater than 0.5.
[7] The second SST/sea ice data set is from the Naval

Postgraduate School (NPS) coupled ice-ocean model, which
was run over the same 15 years, driven by daily ERA15
atmospheric data (2m air and dew point temperatures, 10 m
winds, surface incoming long- and shortwave radiation)
[Maslowski et al., 2004; Clement et al., 2005]. The coupled
model adapts the Los Alamos National Laboratory (LANL)
Parallel Ocean Program (POP) ocean model with a free
surface formulation [Dukowicz and Smith, 1994]. The sea
ice model uses a viscous-plastic rheology, the zero-layer
approximation of heat conduction through ice and a sim-
plified surface energy budget [Zhang et al., 1999;
Maslowski and Lipscomb, 2003]. Both components of the
coupled model use identical rotated spherical coordinate
grids, configured at 1/12� (1280 by 720 points in the
horizontal and 45 levels in the vertical direction). The
model domain includes the Arctic, North Atlantic down to
40�N, and North Pacific down to 30�N. A 73 year integra-
tion has been completed, including a 48 year spin-up and a
25 year interannual run forced with daily averaged ECMWF

atmospheric fields, including 1979–1993 reanalysis data
and 1994–2003 operational products. In addition, to correct
for the missing fluxes between the ocean and overlying
atmosphere or sea ice (namely P-E and additional runoff,
including glacier meltwater inflow into Gulf of Alaska,
Greenland ice sheet meltwater, runoff into the Baltic
Sea, Hudson Bay and discharge from many smaller rivers)
the ocean surface level, 5 m thick, is restored on a monthly
timescale to the monthly temperature and salinity fields
from the Polar Science Center Hydrographic Climatology
(PHC) [Steele et al., 2001]. The NPS ice-ocean model
results have shown long-term and large-scale variability in
the ocean freshwater and Atlantic Water circulation and sea
ice conditions between the 1970/80s and 1990s [Maslowski
et al., 2000, 2001] in qualitative agreement with measure-
ments from icebreaker expeditions and submarine data
collected during the 1990s.

2.1. Atmospheric Regional Climate Model HIRHAM

[8] HIRHAM has already been applied on the pan-Arctic
domain for a wide range of applications (recently, e.g.,
Rinke et al. [2004a] and Dethloff et al. [2004]). The
integration domain covers the entire Arctic north of
�65�N (see Figure 1) with 110 by 100 grid points and a
horizontal resolution of 0.5 degrees. The vertical discretiza-
tion consists of 19 irregularly spaced levels. HIRHAM
contains the physical parameterization package of the gen-
eral circulation model ECHAM4 [Roeckner et al., 1996],
which includes radiation, cumulus convection, planetary
boundary layer and land surface processes, and gravity
wave drag. A time step of 5 min is used. The model is
forced at the lateral boundaries by temperature, wind,
humidity, and surface pressure (updated every 6 hours).
At the lower boundary over land grid points, the soil
temperatures and water are initialized according to clima-
tology and afterward are calculated every time step using
the energy and water budget equations. At the ocean lower
boundary, the model is forced by SST, sea ice fraction and
thickness (updated daily). The sea ice surface temperature is
calculated prognostically via a heat balance equation line-
arized in both temperature and time. Sea ice is treated by a
scheme adapted from the Ocean Isopycnal Model (OPYC)
[Oberhuber, 1992] taking into account fraction and thickness
of sea ice. Sea ice affects the atmospheric simulation in the
model via two main processes: the atmosphere-ocean heat
exchange and the albedo effect. In the boundary layer
scheme, the effects of fractional sea ice cover on the rough-
ness length and on turbulent heat fluxes are included. In the
radiation scheme, a grid cell-averaged surface albedo is used,
which is calculated according to the following formulation:
A = fice Aice + (1 � fice) Asea, i.e., for a grid cell partially ice
covered (portion fice), the surface albedo consists of an ice
albedo Aice and an albedo of open sea Asea which is fixed to
0.07. The ice albedo is surface temperature–dependent and
accounts for meltwater ponds on ice near the melting point.
The prescribed sea ice thickness influences the thermal
conduction through the ice. More detailed descriptions of
these parameterizations are given by Roeckner et al. [1996].

2.2. Experimental Design

[9] Two 15-yearlong HIRHAM simulations have been
performed, each over the ERA15 time period 1979–1993.
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The lateral boundary forcing data are exactly the same in
both HIRHAM runs and are provided by the 6 hourly
ERA15 data. The lower-boundary forcing data are updated
daily, and represent the only difference between the two
HIRHAM runs. The applied lower-boundary forcing data
sets are (1) SST and sea ice fraction from the ERA15 data,
and the sea ice thickness is fixed to 2 m for all sea ice grid
points, and (2) SST, sea ice fraction, and sea ice
thickness from the NPS ice-ocean model output. The
two HIRHAM simulations are called ‘‘HIRHAM.era’’
and ‘‘HIRHAM.nps,’’ respectively.

3. Results

[10] Climatological seasonal means 1979–1993 have
been calculated from the HIRHAM output. The simulations
have been analyzed with special emphasis on winter (DJF),
when the latent and sensible heat fluxes for open waters are
large and the incoming shortwave radiative flux is low.
During that season, changes in sea ice concentration and/or
thickness are expected to have the largest impact on the
atmospheric heat fluxes because the near-surface air and
ocean temperatures differ largely. However, this paper also
presents the seasonal cycle of the atmospheric response to
the modified lower-boundary forcing.

3.1. Forcing Differences

[11] In this section, the differences between the two SST/
sea ice data sets are discussed. Figure 1 shows the differ-
ences in SST, sea ice fraction, and sea ice thickness for
mean winter conditions. The most significant SST differ-

ences are found in the Labrador and Barents Seas where the
NPS data set is up to 3�C warmer than the ERA15 data.
Associated with this, the NPS model simulates less ice
concentration in these two regions. However, we note that
the NPS results are obtained with the surface restoring to the
monthly PHC temperature and salinity climatology, which
acts to keep these surface parameters within a range of
climatological values (for more discussion, see Steele et al.
[2001]). The fact that SSTs differ most within the marginal
ice zones in the Barents and Labrador Seas suggests that
some of the SST differences can be attributed to smoothing
of limited and low-resolution observations in those regions
compared to the analyzed, more detailed (at 9 km and
monthly mean values) model results. In particular, compar-
ison of the NPS model mean summer and winter sea ice
concentration, surface temperature and salinity fields in the
Barents Sea with the National Oceanic and Atmospheric
Administration Barents Sea Climatic Atlas [Matishov et al.,
1998] reveals that such features as the North Cape Current,
the location of the Barents Sea Polar Front, and the
northward extent of warm surface Atlantic Water toward
the St. Anna Trough agree well with the climatology
[Maslowski et al., 2004]. Similar arguments can be applied
in the northern Labrador Sea, however the influence of
model lateral boundary conditions in the North Atlantic on
warmer SSTs in the southern Labrador Sea cannot be
excluded. The argument about oversmoothed ERA15
SST/sea ice climatology data can be clearly seen along
the sea ice edge in the Greenland, Iceland, and Irminger seas
(Figure 1), where (model) higher sea ice concentrations

Figure 1. Integration domain and differences of sea ice concentration, thickness, and sea surface
temperature (SST) between the data computed from the Naval Postgraduate School (NPS) ice-ocean
model and ERA15 data (‘‘NPS minus ERA15’’), for mean winter (DJF) 1979–1993.
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occur at the same locations where (model) higher SSTs
exist. In reality, one would expect that warmer SSTs should
yield lower (not higher) sea ice concentrations.
[12] Figure 1 further shows that the sea ice thickness

differences between the two data sets are 0.5–2.5 m in the
central Arctic. The spatial sea ice thickness pattern simu-
lated by the NPS model closely represents the observed
pattern [Bourke and Garrett, 1987; Bourke and McLaren,
1992] with maximum sea ice thickness over 5 m near the
northern Canadian Archipelago and Greenland and an
average sea ice thickness from 3.0 to 3.5 m in the central
Arctic Ocean [Maslowski and Lipscomb, 2003; Preller et
al., 2002]. Although the uniformly prescribed 2 m sea ice
thickness in the HIRHAM.era run is not realistic, it is
commonly used in atmospheric Arctic RCM simulations.
[13] It is assumed that the sea ice forcing contributes

significantly to the atmospheric response, since changes in
sea ice cover have a larger impact on the surface energy
fluxes than SST changes of a few degrees in already-open
sea areas. Furthermore, earlier studies have demonstrated
only a weak response to North Atlantic SST anomalies
[Kushnir et al., 2002; Paeth et al., 2003]. However, it
appears that the Labrador Sea SSTs have a stronger influ-

ence on the atmospheric circulation, compared to SSTs in
other parts of the northern North Atlantic basin [Lopez et
al., 2000]. Furthermore, Singarayer et al. [2005] suggest
that the specification of ice extent is less critical than the
areas of open water within the ice cover.

3.2. Impact on Surface Variables

[14] Atmospheric conditions, such as air temperature,
turbulent heat fluxes, cloud cover and precipitation, are
crucially dependent on the sea ice/SST conditions. In the
following sections, these sensitivities are discussed and
summarized in Table 1.
3.2.1. Spatial Patterns of Surface Variables
[15] The different SST and sea ice fields at the lower

model boundary in the HIRHAM runs lead to strong
changes in both the latent and sensible heat fluxes at the
ocean surface. The total heat flux difference is a quite linear
function of the sea ice fraction difference (Figure 2). Large
(small) changes of sea ice fraction lead to large (small) heat
flux changes. A sea ice fraction difference of 0.5 is
associated with a heat flux change of 100–150 W/m2.
[1 6 ] Figure 3 presents ‘‘HIRHAM.nps minus

HIRHAM.era’’ differences of several variables for mean

Table 1. Root-Mean-Square Differences of Atmospheric Variables Between Both Simulations HIRHAM.nps and

HIRHAM.era for the Mean Seasons (Averaged Over 1979–1993)a

DJF MAM JJA SON

Sea level pressure, hPa 0.46 (0.60) 0.55 (0.73) 0.26 (0.34) 0.39 (0.50)
2 m air temperature, K 2.2 (2.9) 1.4 (1.9) 0.9 (1.3) 1.2 (1.6)
Latent heat flux, W/m2 13.0 (17.3) 10.3 (11.4) 7.9 (10.5) 7.3 (9.9)
Sensible heat flux, W/m2 23.9 [31.7] 12.0 (16.2) 5.5 (7.5) 8.8 (11.9)
Total cloud cover, % 5.0 (6.4) 2.8 (3.6) 3.7 (5.2) 2.4 (3.0)
Precipitation, mm 27 (38) 17 (24) 17 (23) 15 (21)

aThe values are for the pan-Arctic domain and in parentheses for the ocean grid points only.

Figure 2. Dependency of the total (latent + sensible) heat flux change on the sea ice fraction change for
DJF 1979–1993. The individual dots are for each individual ocean grid point.
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winter associated with the different sea ice/SST forcing. The
statistical significance of the differences has been evaluated
with a t-test (two-sided Student’s t-test applied to each
individual grid point; the lower limit for 95% significance
is presented as dashed contours). The strongest impacts of
SST changes on the surface heat fluxes are expected
at places where SST changes induce modifications of
the sea ice cover as the turbulent heat flux is dependent
on the air-sea temperature difference and low-level wind
speed and humidity. The most remarkable heat flux changes

occur in the Labrador and Barents Seas. HIRHAM.nps
simulates much stronger upward heat fluxes compared to
HIRHAM.era. Both sensible and latent heat fluxes in the
Labrador Sea are up to 50 W/m2 stronger, which is an
increase by ca. 30% (relative to the HIRHAM.era value).
Similarly, enhanced upward heat fluxes occur in the
Barents Sea with changes up to 80 W/m2 (i.e., an
increase by ca. 80%). The albedo is lowered in those parts
of the Labrador and Barents Seas where NPS data show less
ice fraction and more open water and this is associated with

Figure 3. Differences ‘‘HIRHAM.nps minus HIRHAM.era’’ (color shading) and HIRHAM.era
(isolines) for DJF 1979–1993. The sign convention for the heat fluxes is such that negative fluxes
indicate an upward flux of heat into the atmosphere. Dashed blue contours represent the lower limit for
95% significance. The 10 m wind picture shows the differences of the wind speed (color shading) and the
wind vector.
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enhanced absorption of shortwave radiation at the surface.
This strong surface heating contributes to greater turbulent
heat fluxes from the ocean into the atmosphere. In line with
the slightly colder SSTs in the northern North Atlantic
(Norwegian Sea) in HIRHAM.nps, the upward heat fluxes
are weaker (by about 5 W/m2) compared with HIRHAM.era.
Over the central Arctic Ocean, the heat flux changes are
very small (weaker upward fluxes in HIRHAM.nps; 0.05–
0.2 W/m2 change in latent heat flux and 1.5–2.5 W/m2

change in sensible heat flux) according to the sea ice thickness
differences and very small sea ice fraction changes.
[17] The heat flux changes are expected to modify the

local near-surface temperature. Associated with the warmer
SST and reduced sea ice concentrations/thickness, and
therefore stronger upward heat fluxes in the Labrador Sea/
Davis Strait and Barents Sea, HIRHAM.nps simulates
warmer (by about 4 K) 2m air temperatures (in the follow-
ing abbreviated with 2mT) than HIRHAM.era. The per-
formed t-test shows that the 2mT differences are significant
at the 95% confidence level in the Barents/Labrador Seas
and east/west of Greenland. Compared with the magnitude
of simulation uncertainty due to imperfect initial and lateral
boundary conditions, these magnitudes of 2mT differences
are significant [Rinke et al., 2004b, Figures 3 and 8].
[18] In contrast, the 2mT over the central Arctic Ocean is

slightly colder (by 1–2 K) in HIRHAM.nps which can be
attributed to the thicker sea ice and reduced upward heat
fluxes there. Accordingly, the maximum cooling of 2–3 K
occurs along the northern Canadian Archipelago (i.e., the
area of thickest ice). At a height of 1000 hPa, a slight
cooling over this region is still apparent, however a pre-
dominant warming is already recognized. At a height of
850 hPa, the warming has been spread over the whole
Arctic domain, and now shows a maximum warming over
the western Arctic (centered over the Canadian Archi-
pelago) and a secondary maximum over the Barents Sea.
Figure 3 further shows that the whole troposphere has been
warmed Arctic-wide. The mean tropospheric temperature is
expressed here by the 1000–300 hPa geopotential thick-
ness. The two local maxima of the mean tropospheric
warming (positive geopotential thickness anomaly) are
found in the western Arctic near the Canadian Archipelago
and over the Barents Sea. The latter is clearly connected
with the large local surface warming, while the former
points to advective processes. This result shows that the
introduced SST/sea ice changes cause both a direct local
surface heating (and therefore atmospheric warming located
over the SST/sea ice anomaly region) and an indirect
atmospheric warming over regions characterized by no local
surface heating. The mechanism for the indirect effect is the
advection of anomalies from the two warm region into the
cold surface anomaly region, and expresses the coupling
between the surface, very shallow boundary layer and free
atmosphere. The maxima of the tropospheric thickness
increase (and thus warming) are about 20 m and 15 m,
respectively. A study by Lopez et al. [2000] showed that the
magnitude of the thickening of the troposphere to warm
Atlantic SST anomalies depends strongly on the applied
SST geographical anomaly pattern. In the case of a gener-
ally warmer Atlantic, they simulated a similar thickening
pattern as ours, however with an approximately 3 times

stronger magnitude associated with their higher SST anom-
aly magnitudes.
[19] The warmer (colder) SST and 2mT are associated

with reduced (increased) mean sea level pressure (SLP).
The magnitudes of these SLP changes are on the order of
1 hPa, and the t-test does not show any significance. The
magnitudes of the 2mT and SLP responses are of about the
same order as in the recent GCM experiments of Alexander
et al. [2004] and Magnusdottir et al. [2004]. The absolute
SLP changes appear to be small (depending on the location,
these are 1/3–1/6 of the observed interannual SLP variabil-
ity calculated from ERA40 data of the time period 1979–
2001) but the resulting pressure gradient changes induce
pronounced 10 m wind changes (Figure 3).
[20] The differences in the latent heat fluxes are also

reflected by differences in cloud cover and precipitation. In
HIRHAM.nps, the cloud cover (not shown) and the precip-
itation are higher than in HIRHAM.era. Over the Atlantic,
the precipitation is increased by up to 150 mm which is
about a 50% increase, and the t-test confirmed the signif-
icance of the differences over the Atlantic, Labrador and
Barents Seas at the 95% confidence level. Compared to the
ERA40 data, both HIRHAM runs simulate higher precipi-
tation in these ocean regions, but to draw a definitive
conclusion is difficult due to the uncertainty of the data
analysis over oceans.
[21] Increased areas of open water associated with in-

creased heat fluxes into the atmosphere are known to have a
significant impact on cyclone development [e.g., Grønas,
1995] and a warm surface anomaly can be considered as a
positive potential vorticity anomaly, which can intensify
existing cyclones [Hoskins et al., 1985]. Accordingly, GCM
investigations show distinct impacts of sea ice anomalies on
storm tracks (recently, Magnusdottir et al. [2004],
Alexander et al. [2004], and Kvamsto et al. [2004]).
However, RCM case studies for the Laptev Sea and Fram
Strait found only small influences of the lower-boundary
specification on the synoptic activity [Görgen, 2004;
Semmler et al., 2004]. We present the interdiurnal variability
(i.e., the absolute day-to-day changes) of SLP as a measure
of the storm tracks (Figure 4). Figure 4 shows that the
strongest transient cyclone activity during winter occurs
along the west and east coasts of Greenland, and over the
northern North Atlantic reaching as far as the Barents Sea.
Further, it shows that the changed lower-boundary forcing
leads only to very small changes in the storm tracks. The
inspection of the 2–6 day bandpass-filtered standard devi-
ation of SLP yields a similar result (not shown). A simple
relationship between SST/sea ice changes and storm track
changes could not be detected. This confirms the findings
from the other RCM studies mentioned above and is
probably related to the dominance of the lateral forcing.
[22] A logical next question is, Do the improved lower-

boundary conditions lead to a better reproduction of the
observed atmospheric conditions in the RCM? First, it must
be emphasized that such a validation is especially difficult
to obtain over the Arctic Ocean due to the limited avail-
ability of gridded observational data sets. Second, the RCM
results depend strongly on the lateral and lower-boundary
forcing. This means that if one compares both, the
HIRHAM.era and HIRHAM.nps simulations with the
ERA15 data, one could expect that HIRHAM.era is fa-
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voured to show better agreement as it was totally forced by
the ERA15 data. However, it is an open question if this can be
interpreted as a better agreement with reality (observations).
Regardless of these difficulties, a validation attempt has been
made for the 2mT and SLP results (Figure 5 and Table 2),
and the two reanalysis data sets of ERA15 and ERA40 have
been used for this comparison. Figure 5a demonstrates that
the warmer 2mT in the Baffin Bay/Davis Strait, Kara Sea
and parts of the Barents Sea in the HIRHAM.nps simulations
are in better agreement with the ERA40 data than the
HIRHAM.era results. The HIRHAM.nps simulated reduced
SLP in the Baffin Bay/Davis Strait and Barents Sea are also in
better agreement with the ERA40 data. The inspection of the
differences between the ERA15 and ERA40 data (Figure 5b)
indicates a close agreement over the Arctic Ocean, North
Atlantic and adjacent seas (SLP differences are less than
1 hPa, and 2mT differences are less than 2 K), showing that
these improvements in HIRHAM.nps do not depend on the
selected reanalysis data set used for validation. Figure 5b
shows a pronounced positive difference in 2m air temperature
(‘‘ERA40 minus ERA15’’) over land. This demonstrates the
well-known fact that the ERA15 data are too cold over boreal
forest compared with observations [Viterbo and Betts, 1999].
The root-mean-square error (RMSE) between the HIRHAM
simulations and ERA data has been calculated for each of the
15 years and separately for the whole domain (Table 2) and
ocean grid points only (not shown). Table 2 shows that the
RMSE between the HIRHAM simulations and ERA40
data is generally smaller than between HIRHAM and
ERA15 data. If the ERA15 data are considered for the
validation, then for the 2mT, HIRHAM.era generally has
a smaller RMSE than HIRHAM.nps. This is expected
since the former simulation was driven totally by the
ERA15 data. However, HIRHAM.nps has a better SLP
agreement than HIRHAM.era (the RMSE is smaller in 11
of 15 years). Relative to the ERA40 data, the nps forcing
leads to a smaller RMSE of SLP and 2mT in only about
half of the years. The calculations for the ocean grid
points give the similar results (not shown). For the 2mT

validation, we also used the AVHRR Polar Pathfinder
(APP) skin temperature data [Fowler et al., 2002]. As
these satellite-derived data are skin and clear-sky temper-
atures, and tend to be lower than the 2mT, they have
been used only for the inspection of the spatial variabil-
ity. For this, the pattern correlation coefficients between
the seasonal HIRHAM and APP temperature patterns
have been calculated for each year (not shown). The
correlation coefficients are larger than 0.9 for all seasons
and years, and are only slightly larger for HIRHAM.nps
than for HIRHAM.era. Overall we conclude that the
improved lower-boundary forcing contributes to only
slightly improved atmospheric simulation.
3.2.2. Annual Cycle of Surface Variables
[23] This section considers the annual cycle of the bound-

ary layer changes. Figure 6 presents the annual cycle of the
difference ‘‘HIRHAM.nps minus HIRHAM.era’’ for the
heat fluxes, 2mT, and SLP. To be able to attribute these
atmospheric differences to specific sea ice differences, the
variables have been averaged over grid points characterized
by a certain sea ice thickness difference accordingly to
Figure 1. For this, five classes of sea ice thickness differ-
ences ‘‘NPS minus ERA15’’ have been defined. Figure 6
shows that the 2mT differences are small during summer,
independent of whether the sea ice thickness differences are
small or large. This is explained by the small differences
between ocean and near-surface air temperatures during
summer and thus small turbulent heat fluxes. However,
during winter there are significant 2mT differences with
various sea ice differences. In those regions where sea ice is
thicker (thinner), the near-surface air is colder (warmer).
Changes in the marginal ice zone (red curve) have the
largest impact on the atmosphere associated with large heat
flux changes. The regions defined by sea ice thickness
changes (x) of x < �0.5 m are also characterized by strong
changes in sea ice concentrations (see Figure 1) which
generate very large heat flux changes during winter. This
indicates that changes in ice cover have stronger impacts on
the heat fluxes than changes in ice thickness. Changes of the

Figure 4. Interdiurnal variability of sea level pressure (SLP) for DJF 1979–1993. (left) HIRHAM.nps.
(right) Difference ‘‘HIRHAM.nps minus HIRHAM.era.’’
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sea ice thickness in the inner Arctic characterized by
relatively thick ice (orange and light blue curves) impact
the heat fluxes and 2mT much less. The 2mT (SLP) changes
there are only about 1/3 (1/10) of those over the marginal
ice zone. Interestingly, the sea ice changes affect the
atmospheric circulation, namely the SLP, throughout the
whole year. During winter (December–April), a clear cor-
relation between 2mT changes and SLP changes is found.
Decreased (increased) temperatures generate increased (de-
creased) SLP, known as the cold high effect. During the rest

of the year, the connection of SLP changes to sea ice
changes remains unclear.

3.3. Impact on Atmospheric Structure

3.3.1. Atmospheric Temperature Profiles
[24] In contrast to the previous RCM studies this paper

also investigates the influence of the lower-boundary forc-
ing on the entire troposphere. It is known that sea ice
anomalies can influence the entire atmospheric column by
first modifying the boundary layer and then making an
impact in the free troposphere (recently, e.g., Deser et al.

Figure 5. Comparison (a) of the two HIRHAM runs with the ERA40 data and (b) of ERA15 with
ERA40 data. The comparisons are shown for the 2 m air temperature and SLP for DJF 1979–1993.
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Table 2. Winter Root-Mean-Square Errors of 2mT and SLP Between the HIRHAM Simulations (HIRHAM.nps,

HIRHAM.era) and the Two ECMWF Reanalysesa

Year

2 m Air Temperature, K Sea Level Pressure, hPa

HIRHAM.nps HIRHAM.era HIRHAM.nps HIRHAM.era

1979 4.45 (4.00) 4.27 (3.55) 1.97 (4.51) 1.81 (4.80)
1980 3.42 (4.71) 3.51 (4.12) 2.39 (4.01) 1.96 (3.72)
1981 3.68 (4.19) 3.66 (3.77) 2.27 (4.74) 1.34 (4.35)
1982 3.63 (5.06) 3.75 (4.40) 1.75 (4.03) 2.19 (4.57)
1983 3.97 (4.64) 4.08 (3.98) 1.38 (1.97) 1.54 (2.03)
1984 3.92 (5.15) 3.89 (4.69) 1.51 (3.49) 1.64 (3.63)
1985 3.89 (4.44) 3.79 (3.98) 2.27 (3.14) 2.65 (3.33)
1986 3.95 (4.30) 4.15 (3.68) 1.43 (4.57) 1.70 (4.87)
1987 3.58 (4.24) 3.94 (4.00) 1.16 (2.62) 1.62 (2.87)
1988 3.78 (4.26) 4.10 (3.92) 1.90 (3.65) 1.96 (4.47)
1989 3.75 (4.36) 3.94 (4.18) 3.26 (2.22) 3.07 (2.34)
1990 4.16 (4.96) 4.20 (4.47) 1.84 (3.68) 1.50 (3.33)
1991 3.56 (4.52) 3.70 (4.27) 1.26 (3.79) 1.67 (4.48)
1992 3.68 (4.46) 3.48 (3.90) 3.23 (4.02) 2.52 (3.26)
1993 3.89 (4.74) 3.67 (4.02) 2.42 (1.92) 1.68 (2.20)
1979–1993 3.55 (4.07) 3.63 (3.59) 1.48 (1.94) 1.45 (1.95)

aThe values are given using the ERA40 data and in parentheses using the ERA15 data.

Figure 6. Annual cycle of heat fluxes, 2mT, and SLP differences ‘‘HIRHAM.nps minus HIRHAM.era’’
for several classes x of sea ice thickness differences (in meters).
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[2004]). Arctic measurements suggest that a lead width of
10 times the boundary layer height is necessary for the heat
flux plume to penetrate the entire boundary layer [Lüpkes et
al., 2004].
[25] Figure 7 presents the changes in the vertical temper-

ature profiles associated with the sea ice changes (assigned

again to the five classes of ice thickness differences).
Comparing the red and green lines (which represent the
HIRHAM.nps and HIRHAM.era runs, respectively) it
becomes obvious that small (large) ice thickness differences
have a large (small) influence on the atmospheric profile in
winter. For the 4th class of sea ice changes, the two

Figure 7. Mean winter (DJF) and mean summer (JJA) vertical temperature profiles of the ERA15 data
(blue curves), HIRHAM.nps (red curves), and HIRHAM.era (green curves) for several classes x of sea ice
thickness differences (in meters).
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HIRHAM simulations do not differ much. So, in regions of
relatively thick sea ice (inner Arctic) it seems not absolutely
necessary to have the exact ice thickness and its regional
distribution to get a reasonable atmospheric temperature
profile. A uniform sea ice thickness of 2 m allows for
simulation of reasonable air temperature profiles there. In
contrast, for the marginal ice zones (classes 1–3), the
forcing with the more realistic nps sea ice forcing has an
effect on the actual temperature profile in the atmosphere.
Consequently, the profiles of the HIRHAM.nps simulation
agree quite well with the ERA15 data for the first three
classes of sea ice differences, while the HIRHAM.era
simulation shows larger deviations. For the last class (i.e.,
for the region near the CanadianArchipelago), HIRHAM.nps
is slightly warmer in the height levels of 950–850 hPa
compared to ERA15 data. We assume that this is related to
differences in the ice thickness (ERA15 uses 2 m,
HIRAM.nps has 3.5–4 m in this region), but it cannot
be proven which profile is more realistic due to missing
observational data. Further, Figure 7 shows that the
impact of the different lower-boundary forcing on the
temperature profile over the marginal ice zone is limited
to the near-surface layers (1000–850 hPa), while over the
thick ice it affects higher layers. Completely different in
summer, the different lower-boundary forcing does not
significantly influence the atmospheric temperature pro-
files at all. The profiles by the two HIRHAM simulations
do not differ much (but both are warmer than the ERA15
data). This applies for all five classes of sea ice differ-
ences; therefore only two of them are shown. This

indicates that the use of SST/sea ice from reanalysis
and a uniformly prescribed sea ice thickness of 2 m is
an acceptable approach for summer simulations in Arctic
atmospheric RCMs. Our result confirms the suggestion of
Singarayer et al. [2005] that the uncertainty in summer
sea ice prescription is not critical but that the winter data
require greater accuracy. The different seasonal thermody-
namic response to sea ice changes can be attributed to the
different magnitude of the temperature difference between
atmosphere and ocean which is large (small) in winter
(summer) associated with large (small) surface heat flux
anomalies if sea ice is changing. Thus a high (low) sensitivity
of the winter (summer) climate to sea ice changes is apparent.
3.3.2. Spatial Pattern and Profiles of Geopotential
[26] Figure 8 shows that the lower-boundary forcing in

winter causes an increase of the 500 hPa geopotential height
of about 10–20 m which is of the same order of magnitude
as in the recent SST anomaly experiments of Alexander et
al. [2004] and Magnusdottir et al. [2004]. In addition, this
magnitude is 1/5–1/3 of the observed interannual SLP
variability (calculated from ERA40 data for 1979–2001).
The height increase results in a weaker polar vortex in the
HIRHAM.nps simulation according to the overall warming
of the troposphere shown in Figure 3. The maximum
increase of geopotential height occurs over the region of
maximum atmospheric warming, i.e., near the Canadian
Archipelago. The response in the geopotential height is
barotropic, which is in agreement with earlier findings of
GCM studies (recently, Kvamsto et al. [2004] and

Figure 8. Differences ‘‘HIRHAM.nps minus HIRHAM.era’’ (color shading) and HIRHAM.era
(isolines) of geopotential heights at 250 hPa and 500 hPa for DJF and JJA 1979–1993.
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Alexander et al. [2004]). The geopotential height changes
during summer are smaller and show a higher wave number
pattern, and the response is also barotropic.
[27] Figure 9 extends the discussion of the dynamic

response to the lower-boundary forcing by means of the

examination of geopotential profile changes. This is done
by considering mean geopotential profiles assigned to the
different classes of sea ice thickness changes. Figure 9
indicates that the region of the thickest ice (light blue curve)
accounts for the upper tropospheric–lower stratospheric

Figure 9. DJF and JJA vertical geopotential height profiles of the difference ‘‘HIRHAM.nps minus
HIRHAM.era’’ for several classes x of sea ice thickness differences (in meters).
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geopotential response in winter. This region of the western
Arctic is the location of maximum atmospheric warming
due to the surface direct and indirect forcing and is the
center of the vortex. In summer, the impact of the lower-
boundary forcing on the atmospheric circulation is generally
weaker. However, again, the response is largest in the 250–
300 hPa layer and over the western Arctic. Energy fluxes,
which excite baroclinic waves are involved in the mecha-
nism of the response and baroclinic instability is widely
accepted as the driving mechanism for the high-latitude
weather systems. A decrease in the fractional ice cover leads
to changes in the surface heat fluxes and a stronger feedback
between sea ice and baroclinic weather system develop-
ment. Tansley and James [1999] showed that sea ice exerts
a strong influence on the development of baroclinic high-
latitude systems. During summer, shorter waves with zonal
wave number 3 and weaker amplitudes propagate into the
upper troposphere as visible in Figure 8.

4. Summary and Conclusions

[28] The aim of this sensitivity study was to assess the
degree to which Arctic atmospheric RCM simulations
depend on the ocean boundary forcing and to derive
implications for the setup of such simulations. It was shown
that the sea ice/SST forcing had an impact on the atmo-
spheric simulations. The main findings can be summarized
as follows: The direct thermodynamic response in winter is
limited to the near-surface and up to heights of about
800 hPa. The specification of the winter marginal sea ice
zone is important for the simulation of regional circulation
patterns and atmospheric temperature profiles. A better
specification of the thick ice in the western Arctic does
not result in advanced atmospheric temperature profiles,
however it indicates an Arctic-wide response in the large-
scale circulation and seems to have a potential impact on the
troposphere-stratosphere coupling. Beside the direct ther-
modynamic response due to heat flux changes, dynamical
responses affect the atmosphere through vertical and hori-
zontal advection. During summer, the thermodynamic effect
of sea ice changes is small, but the dynamic response is still
of importance yet smaller than in winter.
[29] On the basis of these findings, it is recommended

that stand-alone atmospheric RCM simulations specify the
SST/sea ice fraction and the spatial distribution of sea ice
thickness most realistically in winter, if possible. During
summer, this effort is preferable but not as important as in
winter. This recommendation goes with the seasonality of
the quality of passive microwave satellite-derived sea ice
concentrations (quality degrades during summer).
[30] There are important feedbacks between atmosphere

and ice/ocean, and these can only be investigated in coupled
atmosphere-ice-ocean models. Our experiment with more
realistic off-line lower-boundary forcing represents only
response in the atmosphere. However, changes in the
atmosphere (2mT, SLP, heat fluxes) would yield additional
changes in the ice-ocean, which in turn would affect the
atmosphere, and so on. One could argue that even small or
regional but persistent changes in the atmosphere could
result in a significantly different Arctic climate state (i.e.,
ice-ocean-atmosphere) after some time (e.g., 15 years, if
accumulated over that time period). In summary, a fully

coupled RCM for the Arctic is needed to comprehensively
determine the importance of lower-boundary forcing on
simulated climate. However, the range of the nonlinear
feedbacks in such coupled model systems makes the un-
derstanding of individual processes much more difficult.
Therefore the strategy of well-thought investigations with
stand-alone models can help to unravel specific relation-
ships and to guide the development of parameterizations of
underlying processes responsible for feedbacks between
atmosphere and ice/ocean.
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