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A National Trusted Computing Strateqy

Introduction

Entire sectors of the critical nationd infragtructure rely upon the vast systems of computers
and networks that comprise our Information Infrastructure. The ongoing physcd and
economic well being of our country is based on the &bility of this infrastructure to process
data securdy and reiably. Yet, daily we learn more and more about vulnerabilities n the
networks, operating systems, and gpplicaions that form the very fabric of the Information
Infrastiructure. The nation is clearly a risk inits lack of readinessfor cyber attacks.

In our zed to capitdize on the explosve advances in commercia computer technology
over the last 10 to 15 years, we have ignored the requirements to deploy computing systems
with the ability to protect data according to its criticdity and vaue to us.  During this time,
the US Government and Military focus on commercial off the shelf procurements helped to
fud the technology exploson, but it dso contributed to the lack of advances in the ability
of commercid systems to appropriately protect themselves and the data with which they are
entrused. While industry has been driven to supply the latest technology at the fastest
pace, it has not been motivated, ether interndly or externdly via cusomer demand, to
produce trusworthy computing systems. Through neglect, the nationd capability to
design and congruct trusted computers and networks has begun to atrophy. Not only has
the information infrastructure been built weskly, but dso our cgpability to srengthen it
continues to decline.  The Nation is now lacking in both the research and development
talent to produce trusted computing systems and the educationd infrastructure to cregte this
talent.

The Center for INFOSEC Studies and Research (CISR) in Monterey, Cdifornia, proposes a
three-pronged agpproach to drengthen the nationa information infrastructure  and
reinvigorate the nationa capability to produce trustworthy computing systems.

=  Firgt, we describe our Trusted Computing Exemplar project as a worked example
of how trusted computing systems and components can be constructed.

= Second, we define a nationd research initiative to advance the theoretical
foundations for trusted computing and to produce a set of automated tools to
support the development of high assurance systems, and

= Third, we define an educational initiative based on nascent Information Assurance
education programs and the Trusted Computing Exemplar to provide a framework
for Trusted Computer Devel opment education.

The result of this multi-faceted gpproach will be to increase the security of the nationd
Information Infrastructure by increasing the availability of:

= Trusted Computer systems and components
=  Trusted Computer development tools, and
=  Trusted Computer developers, evauators and educators

We begin with a more detailed description of the need for strong trusted computing and an
oveview of the degraded doae of trused computing in the United States.
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Current lack of Trusted Computing Infrastructure

Trusted computing is specid. It addresses not only the problems of frontd attack to systems
and maicious software, but dso that of subverson: the eguivdent of software "moles’ in
the sysem. Such "moles’ can be trgp doors or other inserted atificess They can be
triggered by conditions determined by the adversary and, when active, can be used to
launch any attack the adversary desires. The safeguards required to protect systems from
trap doors go beyond those required to protect either againgt frontd attack or Trojan
Horses. Trusted computing encompasses the science and engineering required to specify,
desgn, implement, and maintan components in which we have a high levd of confidence
againg system subversion.

To protect againgt frontd attacks, systems must be desgned and implemented without
exploitable flavs and must be designed to condrain access to information and confine any
damage resulting from the execution of mdicious software. This gpproach acknowledges
the mathematicaly proven limits of computability by accepting the fact that there is no way
to automaticaly ingpect al software to determine whether its behavior is benign. Instead
mogt software is conddered to be potentidly maicious and its execution is circumscribed
such that the effects of any madicious activity can be controlled and audited. To protect
againg trap doors requires an approach to system lifecycle thet is structured so that systems
can be subjected to andyss that demongrates the absence of internd subversion. It is the
proof of absence of unspecified functiondity that didinguishes trused computing from
safety and other forms of high confidence computing.

The science and discipline of trusted computing has been neglected for well over a decade.
For example, in one nationa laboratory where one might expect such expertise, scientists
and enginegrs fredy admit that those who have joined the fidd of computer and network
security over the past 15 years are ignorant of the science and discipline that must be
goplied in the area of highly trusted computing.

This section is intended to provide an overview of the current state of trusted computing in
the United States. Topics to be covered include education, practitioners, tools, trusted
systems and components, decline in U.S. capabilities, and observations regarding non-US
capabilities. We will see that there is a strong interdependence between severd of these
aress and that weakness in one weakens others.

Education

Colleges and universties produce the teachers and practitioners of scientific and technica
disciplines. In traditiona computer science departments, computer and network security
have not been consdered mainstream topics. As a consequence, senior faculty often lack an
gppreciation for this discipline and do not provide adequate encouragement to junior faculty
or graduate students to pursue it. The recent surge in recognition of the need for improved
computer and network security has atracted new faculty to the area. Unfortunately, these
faculty are often unaware of the developments in trusted computing that have preceded
them. Consequently they teach what they know and attempt to adapt it to the problem of
computer security. The overall pathetic State of computer security in al sectors has resulted
in a congant barrage of frontal, direct atacks on systems and their exploitation by a variety
of virusss and Imple mdicious software indances. Thus, instead of addressng the
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underlying problems of flaved design and inadequate partitioning of execution domains,
much less the problem of proof of the absence of atifices and trgpdoors, most current
pedagogy focuses on supeficid fixes Sudents are taught to condruct and configure
systems in the hope that by creating a maze of weak defenses, adversaries will be thwarted.
Substantid  teaching and research effort are gpplied to the congruction of adaptive, but
superficid, protection sysems;, provison of security functions lacking  concomitant
assurances that the functions cannot be bypassed; attempts to solve theoreticaly
undecideable problems; etc.

With a few notable exceptions, the entire approach to teaching trusted computing misses
the mark. Students are unaware that systems can be constructed that do not present the
flaws that are s0 eadly exploited in direct attacks. They do not know how to construct
systems that confine and control mdicious software. They are not taught the techniques that
must be used to ensure the absence of trgpdoors and that do ensure that protections are
correct and complete.

Today, even if faculty wanted to learn about the science, tools, development methods, and
processes required for trusted system construction, most of the information they need is
unavalable. Indeed there are papers in the research literature describing the theory of
trused computing and there are summaries providing an overview of the results of a
number of trused computing initigtives. But the redity is tha much of the science and
technology behind those early initigtives was folded into proprietary documents and may
forever be unavailable to the academic community.

Practitioners

Two decades ago relatively large commercid teams were engaged in the development of
drong trusted sysems. It was a time when practitioners were learning the scientific and
socid processes required for the development. It was a time when that which worked in
prectice was didtilled from a broad range of less effective techniques, a time when the firg
tools for trusted systems development were being created and used. It was dso a time when
the US Government encouraged vendors to develop trusted systems. Thus many of the
practitioners of trusted computing were developing proprietary systems.

Commercid computing blossomed. Office automation proceeded with great rapidity,
persond computers were becoming ubiquitous, and use of the Internet was expanding.
Eventualy, trade-offs began to be made during system acquisitions. Insecure systems were
chosen rather than secure ones for a number of reasons.  Government acquisitions ceased to
gpecify the need for strong trusted computing, and vendors lost confidence in a process that
hed initidly encouraged them to invest in development of drong trusted sysems. A
downward spird in trusted computing began and continues to this day. Thus, as support of
trused computing waned, the core of scientists and engineers who could build highly
trusted systems dispersed to find opportunities €l sewhere.

Not only were developers impacted, but the lack of requests for highly trusted computing
sysdems resulted in a dwindling need for those capable of conducting independent
evdudions of such systems. The commercid laboratories that have snce been established
to conduct secure product evaduations are focused on the andyss of less trustworthy
products.
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Tools

A rigorous methodology is required to congruct highly trused sysems.  All nontrivid
systems require the use of tools to support the development effort and to provide proofs and
evauation evidence regarding the absence of subversion.

The current availability of tools for trusted computing development programs is affected by
two factors. Firs, many of the tools previoudy developed for trusted computing efforts
have dissppeared or have become obsolete as a result of the absence of platforms and
operating systems upon which to run them. Second, because there has been, in effect, a 15
year hiaus in the area of trused computing, little research and development has been
goplied to the improvement and extension of the available toolst.

Current activity in computer science and engineering that addresses assurance is focused on
the correct function of sysems and software that the sysems will function as specified.
This has resulted in advances in system safety and rdiability. Thus, where one can describe
(viz, mathematicdly specify) the safety and/or rdiability propeties of a system, it is
possible to provide various levels of assurance that these properties will be satisfied in
Specified environments. But these sysems make one important assumption, that al of the
users and developers want the system to do the right thing. They assume that system
falures are a result of random erors in the extend environment and not the result of
malicious activities addressed to subvert the system. In computer security, we must address
the specification, desgn, implementation, and mantenance of a sysgem in which the
assumption must be that there will be ongoing atempts to insert functiondity into the
gystem that is unspecified and will peform cdandestindy on behdf of an adversary. The
maicious activity can occur during any phase of the sysem with the god to ether modify
the system during its congruction (subverson) or to take advantage of weaknesses in the
desgn, implementation, configuration or management of the sysem to subvert its intended
security functiondlity. Thus, in trusted computing, we are faced with an ongoing madicious
threet to the integrity of the system.

To address the problem of subverson, the insertion of unwanted functiondity during
congtruction, specid tools are required to (1) describe the desired security properties of the
system and (2) guarantee that the implementation of the system has these desred security
properties and that the properties cannot be subverted. To achieve the first goad one needs
languages to describe the security properties. To achieve the second, one needs to ke able to
mathematicaly ensure that the implementations, the architecture, the detalled design, the
software, the management plan, including the hardware where practicd, actudly implement
exactly the security properties described in part one and no more. In this way one can
ensure that no subversion has taken place.

During the era of government support for strong trusted computing, there was research and
development of tools to support the forma, mathematical demongration of the absence of
subverson. These tools supported description of security policies, specifications of designs,
veificaion that the desgns implemented security policies, and a mapping of the desgn to
the code. There was limited support for “code’ proofs.

In addition, tools were developed to support the connections between the forma
descriptions of the system and the testing that the components and systems underwent. As
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pat of this teting and andyds, some work was done to identify and limit “covert
channds” which could be used by a mdicious indder to communicate, usng sSystem
resources, with a colleague on the outside.

Various U.S. Government agencies supported the development of these tools. The Nationa
Computer Security Center maintained an Endorsed Tools Lig of formd veification
sydems for security modding. These veification sysems encompassed mathematicd
specification languages that alow correctness conditions to be expressed, and reasoning
mechanians tha included functions for parsng specifications, verifying specification
legdity, and providing verified conclusons regarding the satisfaction of the correctness
conditions. Each sysem was characterized by its rules and organization; festures and
functiondlity; the levd of trust that could be ascribed to the verification system itsdf; and
its documentation.

The hardware engineering community, for example Inte and to a lesser extent, AMD, have
both invested heavily in the use of “formad methods’ and have developed tools to assgt in
the anadlyss of complex chip designs and implementations. This work has been spurred on
by the discovery that these methods are cost effective in the chip design process.

In contrast, the software development community has not made dgnificant use of these
tools, instead, they have tried to address the issues of software complexity and assurance by
advocating various development “methodologies” Since oftware is redively “essy” to
update if bugs are found, there is no incentive to provide up-front correctness that has
driven the use of formad methods in the hardware world. The assumption is that since
software is “so complex,” its properties cannot be specified and hence any attempts at
formdisms are doomed to falure & the outsst. The software development community is
generdly unaware of the “forma methods’ successes of the past and hence may see
gpecification and verification as being an additiona cost burden, with no apparent gain.

Hence, in the United States, over the last 15 years, there has been little devedlopment of the
mathematics, science, engineering, technology and tools that could be used to provide a
high degree of assurance that software meets not only its safety and reiability gods, but
aso its security gods.

Trusted Systems and Components

Few dsrong trusted systems are currently available as commercia products and those that
are avalable are inadequate for modern use.  What happened to dl of the government-
sponsored projects to build highly trusted systems? There was a lack of appreciation on the
part of decison makers of the vadue of trused computing. As a result, dthough trusted
gysems were avalable in the late 1980s and early 1990s few such systems were
purchased. In fact, no mgor government program of record ever mandated the acquisition
of trusted systems that provided strong confidence against the threat of subversion.

Because they were categorized as "munitions’, strong trusted systems were subjected to
export controls. These controls further limited the market for highly trused commercd
products and decreased the incentive for vendors to pursue the development of such
products. In fact, one mgor vendor canceed the roll out of a much-anticipated highly
trused product after dl devedopment and andyss were completed. The atificidly limited
market and complexity associated with internationd sales were certainly factors working
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agang continued corporae investment in products for which high qudity lifecyde
management would be required.

Declinein US Capability as Contrasted with non-US Capability

If the United States were to mount an effort to condruct a large highly trusted computing
system today, there would be no sufficiently large or experienced commercid team to carry
out the work. A vendor atempting such an effort woud need to either assemble a team
largely from personnd responsible for the early trusted computing work, or teach an entire
new team dl of the science and technology that was previoudy brought to bear. Because
colleges and universties are not preparing students in the area of strong trusted computing,
no recent graduates would be able to participate without a dgnificant period devoted to
additiona education.

The consensus holds that confidence in the trust properties of a syssem must be provided by
independent review and evauation rather than the often hyperbolic and mideading clams
of product vendors. Thus, in order to effectivdly deploy trusted computing systems, a
nationd capability for thelr evauation must be avalable Evaduators must have the same
range of scientific and technica background as those who construct highly trusted systems,
thus they are faced with smilar problems any laboratory or agency charged with the
independent evaduation of highly trused sysems would have to reconditute the necessary
professiond staff to conduct the work.

How do capabilities in the United States compare to those in the rest of the world? It is well
known that educationd rigor in the United States has declined and that U.S. high school
and universty dudents rate poorly with respect to mathematics and science students in
other countries. This is reflected in the lack rigor gpplied to analyss and specification of
our computer systems and, naturaly, in trusted computing as well.  The mindsgt is to throw
the sysems together and hope that they will run wel enough so that flaws will not be a
magor impediment to the systems use in the popular market.

Elsawhere, the requirements for careful andyss and formd rigor in the desgn and
devdlopment of systems is better gppreciated and practiced. Rather than rey on
guestionable commercidly availdble sysems, severa research and development programs
in other countries goply rigor to the area of trusted computing and have programs to
condruct their own computers. For example, in 2001 China had approximately 350
companies with over 500 products.! Just in the area of cryptography, a 2001 report gave a
totd of 1521 cryptographic products produced and developed in 76 countries® These
products included both commercid and end-user products in the areas of hardware,
software, firmware, and combinations thereof. Germany aone produced a tota of 118 of
these products. Despite an active hacking culture, the scientists and engineers of the former
Soviet Union have a deep appreciation of the foundations of and techniques for strong

! China's Computer Security Products Exceed 500, 9 Sept 2001,
http://Mmww1.chinadaily.com.cn/itchina/2001-09-05/31182.html

2 World Wide Survey of Cryptographic Products, NAI Labs, 6 Sept 2001,
http://downl oad.nai .com/products/medi a/pgp/pdf/NAI-L abs-Crypto-Survey-9-6-01.pdf
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trusted computing. Their collaboration with other nonU.S. partners is likely to produce
formidable results.

This leads to the question: if key dements of the information sysems upon which critica
national infrastructures rdy mud be condructed usng srong trusted  computing
components, will the United States need to depend upon foreign sources and foreign
evduaions for those components? What levd of comfort would we have, with guarantees
from those who may be fair weather friends, that these components are free from trap doors
and other mechanisms that could be controlled by unfriendly adversaries?

Summary

Less than a decade ago, the United States possessed the most alvanced capatiilities in the
world for the condruction of highly trusted computing components. Today, that capability
is rgpidly dwindling and within the next five to ten years will have disgppeared dtogether.
The Nationa Strategy for Trusted Computing must not permit our capability in the area of
strong trusted computing to be logt; instead that capability must be revitalized.

The remainder of this paper will present a srategy for reviving strong trusted computing. It
includes system development, education, and research. To be successful, the program will
require courage and confidence. Courage to move forward despite the clams of those who
would ignore the fragility of the infradtructure due to inadequate trusted computing; and
confidence to build and deploy strong trusted computing products where they ae
desperately needed.
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Strategy for Developing a National Trusted Computing
Capability

In this section we present three interrdated initiatives for developing a Nationd trusted
computing capability.  The first initiagtive, our Trusted Computing Exemplar project,
provides a focd point for defining research and education initiatives and a test bed for
interpreting research results.

Trusted Computing Exemplar Project

The purpose of the Trusted Computing Exemplar project proposed by CISR is to provide a
worked example of how trusted computing systems and components can be constructed.
The project has four activities:

= Create aframework for rapid high assurance system devel opment

= Deveop areference trusted computing component

= Evauate the component for high assurance

= Disseminate related ddiverables via open methodology

A trused computing component will be devdoped utilizing the high assurance
development framework. A third party evauation of the component will commence during
devdopment (eg., once the high-levd desgn documentetion is written). The
documentation, source code, and other ddiverables will be made openly avalable as they
are produced. Co-located teams composed of a combination of seasoned trusted computing
veterans and uninitiated “ apprentices’ will perform these activities.

The combination of open methodology applied to al project documents and ddiverables
and the mentoring of project apprentices will help provide for trandfer of trusted computing
technicd know-how to a new generation of trusted computing developers (see dso
“Educationd Initiative,” below). Furthermore, the public avaldbility of the high assurance
development framework and the reference trusted computing component will provide
technology transfer of key enabling technologies to the commercid, government, and open
source communities.

Framework for Rapid High Assurance Devel opment

The framework for rgpid high assurance development will provide a set of interoperable
tools and define a sat of efficient, repeatable procedures for congtructing trusted computing
systems and components.

The toolset will provide support for automated management of high assurance development
throughout a product’ s lifecycle. The toolset will support:

Configuration management of the developed software, tools and processes
Specification of the security properties and the design

Verification that the design meets the security properties

Code development

Verification that the code implements the design (and only the design)
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Specification based testing
Teamwork and training support

The tools and procedures will adso support the open dissemination of project deliverables
using a philosophy and mechanisms smilar to the * open source’ gpproaches.

We expect that the development framework for the Trusted Computing Exemplar project
will be scaed to the size of the project. It will reved those aspects of such frameworks that
must be handcrafted to meet specific project requirements. Generdizaion of this
framework to support different target technologies and larger projects is a research topic
(see“Research Inititive,” below).

Trusted Computing Reference Component

We will devdop a smdl-scale high assurance trusted computing component as a reference
implementation. Candidates for implementation include a high-assurance, embedded
micro kernd to support partitioning of users and information, and a high integrity public
library for web applications. Because the product as well as the process will be showpieces
for trused computing development, high assurance methodologies and techniques will be
goplied during the entire lifecycde (viz, dedgn, implementation, didribution, and
maintenance phases). The god is to produce a very smal, portable component that will
take advantage of modern hardware support, where agpplicable, and that will provide users
with ana priori assurance againg system subversion

Reference Component Evauation

As noted above, independent evduation is required to ensure confidence in the assurance
clams made for a trusted component. The reference component will be subjected to a third-
paty evduation to ensure that it provides security with high assurance. There are two
options for the evaduation: the Common Criteria and the Trusted Computer Evauation
Criteria (TCSEC). With the Common Criteria, products are evaluated with respect to a
“protection profile” There do not currently exist any generaly accepted protection profiles
for high assurance systems or components. Therefore, if the Common Criteria were to be
used as pat of the Trused Computing Exemplar Project, a high assurance protection
profile would need to be developed, first. The TCSEC is a set of criteria that preceded the
Common Criterig, and thet includes specifications for high assurance products (viz., classes
B3 and Al). While evauation according to the provisons of the TCSEC is perhagps more
predictable as a result of historica precedent, the TCSEC is not an active document and the
results might be considered old fashioned.

Open Methodology

Utilizing the open methodology tools and procedures developed in the High Assurance
Development Framework (see above), the ddiverables and outputs of the Trusted
Computing Exemplar Project will be made available to the public. This open methodology
will take advantage of the approaches used by the various “open source’ movements to
provide a continuous set of mechanisms for contribution, evauation and digtribution of the
various parts of the science and technology. As pat of the open methodology activity, the
development framework will be documented, including methods, techniques, and socid
modd, and didributed in an open web-based format. Other ddiverables to be made
avalable include source code, project plans, and evauation evidence and reports. Thus, by
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making avalable these internd documents, the project will provide previoudy unavailable
examples of how-to for high assurance trusted computing.

Research Initiative

The Nationa research initigtive defines a st of research activities  to ensure tha the nation
possesses necessaty and sufficient nationa capacity to develop and maintain highly trusted
computing sysems. A key effect of this work will be to reduce dependence of the nationd
Information Infrastructure on high maintenance security mechaniams that are provably
insufficient, such asfirewals and intruson detection systems.

The research initiative has two primary thruss The firg is the devdlopment of theory that
can be wed to both describe the security properties of components and systems and to show
how these properties “compose’ to form larger units. Some work has been done in this area
but there are remarkably few results that have proved useful. The second primary thrust is
the development of tools that can be used to automaticaly reason about the component
properties and the software that is used to build the components. There are a number of
methodologies that purport to support this and severd companies make tools that support
the methodologies, but the commercid methodologies are not based on a firm theoretica
foundation so that it is not possble to determine whether the outputs of the methodology
and the software or systems developed from these outputs have the desired properties. The
re of this section provides discusson regarding specific issues and activities of the
research initiative.

Modular composition is centra to the congruction of complex computing sysems. The
advantages of the principles of modularity apply, whether congtructing monalithic or
digributed systems. Yet, work needs to be done to provide a clear scientific underpinning
for undergtanding which type of compostions will result in secure or more secure systems.

For example, the concepts of defense in depth and construction of trusted systems from
untrusted components need to be clarified. Precisly when do these concepts apply, and
how is one to assess the result; and conversdaly, exactly when do these concepts not apply?
How do we know when a depth of defenses is better than a smple, unified mechanism?

What are the principles or methodologies under which components can be composed to
yield a levd of trust in their group behavior that is grester than our trust in the behavior of
the individud components? Smilar resllts from the fidd of fault tolerance may be
encouraging a an anecdotd levd, but we lack a scientific bass for ther applicability to
Security.

Modular composition for one particular type of security property, “non-interference” has
been the subject of past investigations, but there remains a research chdlenge to determine
whether the results can be useful in the congruction of trusted computing systems.  Also,
research is needed to determine whether any of the andyticd methods utilized for non
interference are gpplicable to understanding the composition of other, more generd types of
security policies.  If norrinterference based composition proves to be too narrow - or worse,
useless - then dternatives must be investigated.

Another question regards the compostion of application-enforced policies together with
infragtructure-based policies (eg., policies enforced by the network fabric, hardware or
operating systems).  For example, to what degree is it possble for an gpplication to enforce
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its own policy regarding entities it creates, if the application’s behavior depends on a wesk
infrastructure? We need a scientific understanding of the requirements on the infrastructure
for effective gpplication-enforced security policies, so that we know how to construct such
compositions, and know when they can be considered to be effective.

Regarding the condruction of “hybrid-assurance” sysems out of components with
digparate levels of trust, research is needed to understand the precise circumstances under
which low assurance components can contribute (eg., to enforcement of security policy).
Data integrity is a related issue; for example, under wha arangements can low assurance
components be trusted to handle or manage high integrity data? For what purposes would a
Trusted System be useful if it did not have the capability to protect the integrity of data
entrusted to it?

The engineering principles for condruction of monadlithic sysems, such as layering,
moduarity and the role of globd variables have a much longer higory than those for more
recent distributed and object-based systems. More basic research needs to be applied to
understanding how these and other principles for system building can be applied to secure
digtributed component congtructs. For example, what should be the role of layering in the
prevention of functiona interdependencies between didributed modules? Can the concept
of protection domains help in the design of secure distributed corirol channels? Could
system security properties be enhanced if distributed modules are interconnected such that
each module only depends on modules of equd or higher assurance?

Our ahility to understand the effectiveness of trusted computing sysems and our
goproaches for congructing them, such as modular compostion, is limited by our lack of
ability to measure security or trust. How do we know how much security is provided by a
system? How can the leve of trust be specified?

How do we measure the overal behaviord properties of a set of remote, interconnected
modules? What security properties are preserved or lost when a module is interconnected
with a wesker module? Similaly, we lack a theoreticd bass for building efficient and
integrated tools for andyzing trusted computing systems and architectures. To arive a a
high degree of trugt that an architecture, sysem or component functions securdy, forma
verification may be required. We lack a theory for how to apply forma verification to
complex digributed composite sysems. Also, given a sysem of components, each of
which have been formdly verified, can the verification results themsdves be composed to
achieve or as3g in the formd veificaion of the sygsem? And findly, the autométic
derivation of efficient code from high-level security specifications continues to elude us.

Research is required to provide automated development environments and tools to manage
the rgpid creation of high assurance trusted computing systems.  These environments need
to be generdizable to support the production of a wide range of sysems and components,
s0 that they are gpplicable, for example, for congtructing high assurance secure networks,
goplications and operating sysems, as wdl as trused embedded components and
gpecidized high assurance interfaces.

Tools are needed for automating al aspects of the trusted computing development process,
including desgn, pedificaion, teding, andyds verification and  configuration
management. We need to develop tools that will automaticaly (mechanically) reason about
the properties of systems. The tools should be usable by a large class of system developers.
Systems developers should be able to specify “high level” properties of systems that can be
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checked for proper implementation a each stage of development, integration, testing and
deployment. The tools need to be scadable, such that they can be used for congtruction of
large as wdl as smdl systems, and they need to be interoperable, so that the different tools
work with each other (eg., compilers and configuraion management sysems) and are
integrated with the system development and project management processes.

Education Initiative

The purpose of the proposed Education Initiative is two-fold. The firsd purpose is to
increase the nationd capacity to create trusted computing systems by educating developers
and evduators in trusted computing development science, methods, and techniques. The
second, is to increase the nationad capacity to create developers in trusted computing by
educating a new generation of teachers in the science, methods and techniques of trusted
computing deveopment.  Our ulterior god is to increese the security of the nationd
Information Infragtructure.  The primary determinant of this security is to have trusted
architectures, sysems and components deployed in the infrastructure, as required for
security. The “fird derivative’ or limiting factor of this determinant is the availability of
developers who have the requidte skills to create trusted computing systems and
components, the “second derivative’ is the availability of teachers to create new trusted
computing developers.  Our Educetion Initiative addresses these limiting factors (first and
second derivatives) to increasng the security of the nationd Information Infrastructure.

The trusted computing educetion inititive will be based on exising Information Assurance
education programs and the previoudy defined Trused Computing Exemplar (see above).
The Nationd Security Agency has recognized severd Centers of Academic Excdlence in
Information Assurance Education (CAEIAES). For the most part, these centers are focused
on providing education and training regarding issues for information assurance a the user,
cetifier and adminigtrator levels, but they are not generaly oriented to teaching the art and
stience of trusted computing system development. We propose establishment of a trusted
computing-development curricula and teacher education program directed to CAEIAES
and other educationd inditutions with computer security interests.  This program  will
provide educationd materids for enhancing curricula with trusted computing development
topics, as well as courses for teachers in how to teach trusted computing development. Al
of these materids and courses will utilize materids produced by the Trusted Computing
Exemplar, for example, forma and detalled design specifications, code modules, and
project management documentation.

To educate new trusted computing developers directly will require the creation of new
undergraduate, magters, and Ph.D. courses specificaly focused on the at and science of
producing high assurance trusted computing sysems. Some materids and content for these
classes can be adapted from existing computer security courses that are taught at the Nava
Podtgraduate School, such as “Secure Systems’ and “Forma Methods” Other materias
will be based on documentation, code and other arifacts from the Trusted Computing
Exemplar.
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Summary

In this section, we have described a holistic approach to reversng the nationad decline in
the area of trused computing. It includes our trusted computing exemplar project, a
nationd research initigtive, and an educationd initiative that will build upon the exemplar
project and research results.
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