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Abstract. An appoad is described forapresenting the leel of esouces consumed by jobs
under the contil of a Resouwre Mangement System, and it is shown how this measeaint of
resouce usge can be combined with a notion of usesfpences toeflect a estrictive esouce-
usage policy for network mamggment.

1 Introduction

Various mechanismist for managing contention and allotment of disttédal network

resources. One class of these mechanisms attempts to schedule, in théaeostneéans possi-
ble, the &ecution of multiple, simultaneous, jobs on multiple disti#ol, heterogeneous, comput-
ers [1] [2] [3] [9] [10], where each job requires a determinable subset of the resources.

Abstract benefit functions can be used to measure fibtieéness of resource management sys-
tems in satisfyingarious system and user requirements in the operation of a virtual heteroge-
neous netwrk. Such measurements can be used te dne RMS scheduling mechanism, as well
as to study the beh@r of the RMS.

Of interest is a function for comparing the relatbenefits of job scheduling mechanisms when
they are presented with real oygothetical “data sets” of jobs. As we are not considering a
“benchmark” type of definition which has a predefined data set, the benefit function needs to be
fair regarding the nature of the resource consumption attempbedx&mple, when comparing
mechanismA,” scheduling a set of jobs which require 50% of the resources, to mechanism “B,
scheduling a set of jobs which require 98% of the resources, the benefit function neesls to gi
more credit for scheduling the morefidi@ilt data set (B, in thisxample).

We develop, in Section 2, anfefiency metric for shaing the efectiveness of an RMS in sched-
uling jobs with respect to resource usage. Usage is represented as aestonés sheduledo
resouces availableThen, in Section 3 a benefit function iveleped, utilizing the étiengy
metrics as well as representations of agaviority and preference. A conclusion foll®in sec-
tion 4.

2 Resouce Usage Efficiency Metric

In the netvark computing contd, users or user programs may request xieewion of “jobs,
which are scheduled by an underlying control progranxécwge on local or remote computing
resources. Thexecution of the job may access or consumargety of netvork resources, such
as: local 1/0 deice bandwidth; internetark bandwidth; local and remote CPU time; local, inter-

1. Funded through MSHN, aARPA/QUORUM project.
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mediate (e.g., routinguffers) and remote storage. The resource usages may be temporary or may
persistent for the duration of the joks there are multiple users accessing the same resources,
there are naturallyarious allotment, contention, and security issues associated with the use of
those resources.

The jobs in a particular “data set” are represented by thke §be number of jobs idisn. To
characterize resource usage, we will abstract both time and resource usageastire time in

Time Units. The total amount of aggn resourcewailable during a time unit is oriResource

Unit. Note that this abstract unit will be used to measure the proportion of a resource consumed
by a job, rather than the magnitude of a resource ives gime unit. Each job has an associated
deadline, before which it must finish. Deadlines are measured in time units, from the data set’
start time. Thus, some jobs may be delayed to start later than othewjoibss bloes not &dct

the deadlines of the delayed jobs. The length of the longest deadline Th This can be under-
stood as thewerall deadline for the data set. The number débht resourcesvailable is[R].

The total number of resource unit@dable verT is:

Tx[R]
During each ime Unit (0 <=t <=T), a job ) requires a fractional amount (0 &g <= 1) of
each gailable resource). A resource is considered applicable to a job if and only if the job

requires someu not more than 100% of the resource. The relationship of time, resources and
jobs can be represented in a three-dimensional matrix, abieIl. Here, we see that in time

Table 1. Example Resources Required per job and time unit

Resources | Jobs Time Units(T =5)
1 |2 |3 [a s
ob1|5 |8 o 5 |5
Resource I 215 |5 |8 |2 |o
ob1|l2 |2 |5 |2 |2
Resource 25 0213 |5 |7 |8 o

unit 2, job 1 requires 80% of resource 1 and 20% of resource 2. Notice, that there are some
resource conflicts between thes® fabs. In time unit 2 for resource 1 and time unit 3 for
resource 2, the twjobs require more than 100% of theidable resources. The RMS could
resole this conflict, for eample, by delaying the start of job 2 for one time unit.

The fraction of resources “required” to resourcesilable” over the whole data set is:

n [R]

;
Kidea = Y > > Cjn/(TIRI)

t=1j=1r=1

If the numerator of the ale expression is greater than the denominaton the jobs cannot be
scheduled within the specified deadlines; otherwise, Rigz <= 1.

Now, a job will succeed in scheduling only a certain fractkgy() of the resources that it
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requires. Br example, a job may run in agieded format. & introduce theariable Q to indi-
cate the actual scheduling of ae resource:
Ot<T,r OR, jOJ (if resourcer is scheduled for jopin timet, thenQ= Cj, else
Qyrt=0)
The model is that a job either gets all of the resources it reqGjpgsr{ a time unit, or none of it.
Degradation with respect to required resources may oa@irtione, lut not within a time unit.

Kactual 1S the ratio of resources scheduled to resources required by all jobs:

T n [R]

Kactual = z z z eru/cer

t=1j=1r=1

0 <=Kactual<= 1

As stated, the jobs the scheduler attempts to schedule require some frggtignof the number
of available resources. Intwitely, K,cq a1 @aNdKgeal 100k like this:

Kactuai= Number of scheduled resource units / number of required resource units
Kigeal = NUMber of required resource units / numbevaflable resource units

Recall that we anted to temper the measurement of a mechasisuecess at scheduling (viz,
Kactua) With @ notion of hev hard of a job it had attempted (Vi€q4e5). The eficiency of a net-

work job-scheduling mechanism can be characterized by multiplying the success rate liiy the dif
culty rate:

Efficiency= K,cuar X Kigeal

= number of scheduled resource units / numbeaitdlzle resource units
T n [R]

=3 5 S Qu/(TIR)
t=1j=1r=1
0 <=Efficiency<= 1

For example, the set of jobs to be scheduled by a mechanism require 80% \&Hilhlela
resources. It succeeds in scheduling 90% of its required resourcdsfigileacyof the mecha-
nisms is:

9x.8=.72

2.1 Job-Scheduling Examples

We will illustrate this notion of &tiency with two simplified netwrk job-scheduling mecha-
nisms. The first mechanism (mechanism #1)dgbaw to utilize multiple CPUs. The second
mechanism only knes hav to schedule jobs sequentially on one CPU. There aredta sets
to be measured amst each mechanism. Since mechanism 1 is smadexpect it to be more
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efficient than mechanism 2.

Table 2; Data Set #1

CPU % of % of T_otal I_Z)eadlir]e R@ourc_eUnits
Memory Bandwidth | (timeunits) Required
Job1 | 8units 50 (4 units) 50 (4 units) 10 16
Job 2 | 5units 50 (2.5 units) | 50 (2.5 units) 8 10
Total | 13 units 6.5 units 6.5 units -- 26

Data set one has two jobs. Thefirst job requires 8 time units of CPU usage (this could be qualified
for different CPU speeds), meaning that the job can finish in 8 time unitsif it has full accessto a
CPU. This equatesto 8 resource units. It requires 50% of the available memory whileit is execut-
ing, equating to 4 resource units of memory. It requires 50% of the network bandwidth whileit is
executing, again equating to 4 resource units of bandwidth. Job 1 requires completion in 10 time
units after starting. Job two is similar, except that it requires less CPU time, and has a shorter
deadline. The two jobs require atotal of 26 resource units. The length of the longest deadline (T)
is 10. For resources, there are two CPUs, memory and network bandwidth, each 100% available
for the duration of T, yielding 40 available resource units’.

The second data set is the same as the first, except that the deadline for job 2 isincreased to 14
time units. There are 52 available resource units.

Table 3: Data Set #2

CPU % of % of Tptal Deadline ResourcgUnits
Memory Bandwidth Required
Job 1 | 8units | 50% (4 units) 50% (4 units) 10 16
Job 2 | 5units | 50% (2.5 units) | 50% (2.5 units) 14 10
Total | 13 units | 6.5 units 6.5 units -- 26

Table 4 shows the result of submitting data set 1 to mechanism 1. The efficiency of this mecha-
nism/data set is:

Efficiency = 26/40 = .65
Table 4: Mechanism 1, DataSet 1, T = 10, 40 available units
112 (3|4 |5 1|6 |7 |8 |9 |10

CPU 1

1. To reflect redistic conditions, some or all of the available resources may be estimated to be less than 100%.
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Table 4: Mechanism 1, DataSet 1, T = 10, 40 available units

CPU 2

Memory

Bandwidth
Job 1
Job 2

Table5 shows the result of submitting data set 1 to mechanism 2. Here we see that the mecha-
nism was not smart enough to utilize the second CPU, so Job 2 did not get scheduled at al. The
efficiency of this mechanismis:

Table5: Mechanism 2, DataSet 1, T = 10, 40 available units
112 (3|4 |5 1|6 |7 |8 |9 |10

CPU 1

CPU 2

Memory

Bandwidth

Efficiency = 16/40 = .40

Table 6 and Table 7 show the result of submitting data set 2 to both mechanisms. Both jobs have
enough time to finish the attempted jobs, so they both have the same efficiency. However, notice
that in Table 6 , Mechanism 1 is not as efficient asit isin Table 4 , because the data set in Table 6
iSeasier.
Efficiency = 26/52 = .5
Table 6: Mechanism 1, Data Set 2, T = 13, 52 available units

112 |3 |4 |5|6 |7 |8 |9 |[10/1112 |13

CPU 1

CPU 2

Memory
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Table 6: Mechanism 1, DataSet 2, T = 13, 52 available units

Bandwidth

Table 7: Mechanism 2, Data Set 2, T = 13, 52 available units
112 |3 |4 |5 |6 |7 |8 |9 |10|11]|12| 13

CPU 1

CPU 2

Memory

Bandwidth

3 A Network Scheduler Benefit Function

In this section, we will pursue the notion of anetwork benefit function which reflects resource and
priority policies and utilizes the efficiency framework already established. This serves as an
example of our approach; other resource usage policies could also be characterized.

A simple objective function that measures how well a network resource scheduler performs from
a QoS point of view can be expressed asfollows[1] [5] , where B is an abstract per-job “user and
system benefit function:”

maxz B,
]

That isto say, the network scheduler will be judged asto how well it meets the goals of the system
and the users, as reflected in an expression of B.

3.1 Priority and Preference

Some jobs can produce output in different formats®, where a given format (e.g., high resolution
video) might be more resource consumptive than another format (e.g., low resolution video). A
Quality of Service (QoS) scheduling mechanism might choose one format for ajob over another,
depending on varying network conditions (e.g., traffic congestion). The set of formatsis repre-
sented by F. Different output formats may have different preferences (e.g., assigned by a user or
“hard wired” as part of the application or job-scheduler database), and different levels of resource

usage.

1. For the sake of simplicity, factors relating to “format” have not been included in the examples of the benefit func-
tionin Section 2. Theinclusion of variable output formats for jobs results in an additional dimension of resource
usage and efficiency. Development of this dimension in the expressions of Kjges) , Kactual + Efficiency » and Table 1,

isleft to the reader.
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The formats for ajob are assigned preferences (p) by the user

where 0<p<1 and
m, is the number of <format, preference> pairs assigned for job |
Py is the preference the user has assigned to format f, job |

m;

the preferencesfor ajob (j) add up to lgjoy Z P =1
f=1

Jobs are assigned priorities for use in resolving resource contention and allocation issues. For
example, acritical production job might be assigned a higher priority than an optional job. Priori-
ties are typically administratively assigned. In other words, priorities are used to order jobs,
whereas preferences are used to order formats for a particular job.

P; isthe priority of job j, where 0 < Pj <1

A network job scheduler should receive more credit in the benefit function for scheduling high
priority and high preference jobs, as opposed to low priority or low preference jobs. We claim that
ascheduler isintuitively doing a better job if important jobs, asjudged by priority and preference,
receive more attention (viz, resources) than unimportant jobs. How much weight the priorities and
preferences are given is amatter of network scheduling policy.

3.2 Benefit Function
To begin with, the expression of Efficiency (see page 3) is simplified with a substitution:
let the expression of efficiency for aparticular job (j) and format (f) be:

T [R]

Eq = > > Qun/([RIT)

t=1r=1

then the expression of efficiency for a scheduler over all formats and jobs becomes:

m n
Efficiency = z Z Ej;
f=1j=1

We represent preference (p) and priority (P) in abenefit function by averaging them in with the
expression of efficiency (E) as follows:

1. Similar notions of priority, format and preference in measuring network efficiency have been proposed
[6] for the MSHN project, however, “B” defines different rel ationships among these elements.
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n m

J
2 2 Xi(Pjtpy+Ey)

B= i=1f=1

3n

Where the characteristic function X is defined for f, | as:

X; = 1 if formatf was successfully detered to jolj within timeT;, else O

oM C
subject tofl] DJDZ X< 1L
N = :

--at most one format is completed per job; f represents a particular <format, preference> pair

3.3 Network Usage Plicies

Network usage policies carary widely For example, restrictie usage policies (which include
economic policies) attempt to moderate resource usage with usageaetos. fin contrast, a pri-
ority-based polig emphasizes priorifydiminishing the importance of a j@x'esource consump-
tion. An ISP might manage its neadvk of customers with an economic pglié& military
information center might utilize a priority pojiclSP customers @uld be motrated not to “hog”
network resources, by the cost incurred; whereas the military mighit to ensure bandwidth to
critical command-related jobs, atyarost.

Consider the analogy ofater usage. The netrk is like a rver, with citizens on the banks con-
suming vater The ISP and the militaryn our &kample, are separate communities, and eaegh ha
their ovn rivers. A set amount ofater (viz., the resource) is Wing by and is @ailable for use.
The water that is not used fls past the community and is gone f@e(here, our analogy breaks,
as rivers are actually part of a globally replenishiggle). So there is not a meadition to “con-
sene” water other than to ensure that there is enough to go arouny givan moment, and that
it is allotted &irly. What is “fir” in a gven community constitutes theiaver usage pohc Now,
each community might ka enough citizens to consume all of thegev at periods of great usage.
The ISP moderates the use @ter establishing a graduated pgti¢he first n units of ater are
chaged at a lav rate per gllon, while consumption ale this limit is chaged at a higher rate.
The military (in this &ample) allevs unlimited use to those with the highest prigiyd dvides
up what is left among thewr-priority users.

If there is a drought, thever runs lev. This is analogous to periods when there are equipment
failures on a netark.

3.4 Considering Resouwre Usage in the Benefit Function

In order to reflect a restrigg usage poli; we will modify the benefit function tog more
credit to the scheduler for minimizing resource consumption. In otheetsywnot only will the

1. This epression reflects the simplifying assumption that a job has the same <format, preference> pair throughout
its execution; whereas an ada@iRMS might enable changing format during thkecaition of the job
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scheduler score high for maximizing prioripreference and scheduling goals, it will also do bet-

ter if it meets these goals usingvir resources. This resource usage poalitl f acilitate the

addition of n&v jobs to a set of running jobs, to thdent that it mowates the \aailability of

resources (¥hkatasubramanian and Nahrstedt consider both resource consumption and user satis-
faction in deeloping their metric of video QoS [8] ).

A user may gie a high preference to a job that requires high resource usageotiify the pref-
erence termp() with a representation of the jeb) required resource usagéor a given format

().
let Rfj =1 'Kideal.f.j
P = (P + Ry) /2
where0 < Rf=1, and a lav Ry indicates high resource usage. Note that in our formulation
we hae given equal weight tp; andrg; other weightings are possible
Table8 shavs an &ample of this modification to p. Here, we see preferences modified according
to resource usage. There is no change for preferences vatose @qual their resource usage v

ues. A high preference job (.9) with high resource usage (.1) has a reduced preference; whereas, a
low preference job (.1) with Vo usage (.9) results in an increased preference.

Table 8: Preference Modified by Resoute Usage

Job Preference

1] .3|.6|.9

1 .1 ].2 [35].5
3 |2 |.3 |.45]|.6
.6 |.35|.45|.6 |.75
9 |5 |6 [.75].9

Resource Usage

Using this modified preferencalue, the scheduler will reee more credit for scheduling jobs
that combine both high user preferences andrésource usages.

3.5 Final Expression of Benefit Function
Different priority policies can also be represented tijngimore or less weight to the jslprior-
ity, with a poliy weighting factor (intger W), W>0:

n m

Z Z ij(WPj"'prj"'Efj)
B: i:].le

n(W + 2)

1. Kigear from Sectior2, is expanded here with respect to job and format
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0<B<1

The benefit function now reflects the average of Efficiency, preference and priority of the jobs that
are submitted, as modified by the policies for priority and resource usage.

4 Summary

An approach for characterizing resource usage has been presented. This approach was used to
develop ametric for resource-usage efficiency. The metric is applicable in the context of our
ongoing work to represent security in an RM S benefit function [6], and to articulate a costing
framework for security, that, for example, might be provided to a resource management system
[4]. We have illustrated an example of applying this metric to two simplified schedulers. The effi-
ciency metric was then combined with expressions of priority and preference to create a benefit
function (B) which would reflect scheduler effectiveness in meeting user and system goals.
Resource usage was also used to modify the user preference variable to indicate an economic
resource management model.

Symbols Summary

B = benefit function

Cjrt = amount of resourcer required by jobj intimet

Ey; = efficiency of aparticular job and format

Efficiency = efficiency of a network job-scheduling mechanism

F = {formats}

J ={jobs}

Kigeal = fraction of total resources required by ajob data set
Kactual = fraction of required resources scheduled for ajob data set
m;, = number of <format, preference> pairs for job j

P; = priority of job ]

pr; = user preference for format fin job |

p*f; = user preference modified with respect to R

Qjrt = amount of resource r consumed by job j intimet

Ry = inverse of Kjgeq for agiven job/format

R = set of schedulable resources

[R] = number of distinct resources

T = latest deadlinein ajob data set

T; = deadline for job |

W = policy weighting factor for priorities

Xy = indicates if format f was successfully delivered to job j withintime T,
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