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We are living in a Gold Rush!
Reminiscent of California Gold Rush of 1849

• Hopes among senior executives in business 
and government: prospecting for a golden 
future where using AI will allow making 
decisions quickly, in the face of uncertainty, 
and with assurances of favorable outcomes.

• Fears among information workers:  anyone 
not using AI or LLMs in their daily work is at 
risk of losing their livelihood, because they 
are left behind and/or out of a job.
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IEEE Micro November/December 2023, pp. 126-128

Fueling a massive rush of people and companies 
seeking new capabilities (and fortune) in 

developing and deploying AI-enabled technologies.



Making Sense of the AI Gold Rush:
An OA Perspective

• Operations Analysis (OA)

• Artificial Intelligence (AI)

• Automation

• Expertise
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What is Operations Analysis (OA)?

4

P. M. S. Blackett (1950) Operational Research, Journal of the Operational 
Research Society, 1:1, 3-6, DOI: 10.1057/jors.1950.2

Morse PM, Kimball GE (1946) Methods of Operations Research. Technical report, 
Office of Scientific Research and Development, Washington, D.C., summary Technical 
Report of Division 6, National Defense and Research Committee, Volume 2A.



First-in-the-world OA curriculum 1951. Warfighting-centric Curriculum.
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What officers need to know: 
How to frame, execute, and evaluate operational problems

“I think that the operations research curriculum that I went through is one that's 
very relevant to what we do in the Navy. ...I've used it in three significant tours in 
the Pentagon. I've also used it at sea and war fighting. What the curriculum taught 
me to do was to properly frame a problem, ask the right questions, to assess risk 
and to move on from there.”

--Admiral Michael G. Mullen, USN 
17th Chairman, Joint Chiefs of Staff

NPS OR (360) M.S. ‘85
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“NPS is one of the elite schools of this country… America needs elite, highly 
technical institutions that are executing research and development at the zenith of 
science to address our unique defense problems.”

--Admiral Samuel Paparo
Commander, U.S. Indo-Pacific Command
NPS OR M.S.A. (363) ‘15



Operations analysts use two families of methods

Data-Driven
Methods

Model-Driven
Methods

What data do we have?
What does it tell us?
(Why was the data 
collected?)
(How was the data 
collected?)
(What can the data 
actually support?)

What do we need to 
answer?
What should the 
answer look like?
What do we already 
know (e.g., physics)?
What can we assume 
(e.g., parameters)?

?
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Artificial Intelligence – An (Over)Simplified History
1955 McCarthy J, Minsky ML, Rochester N, Shannon CE, “A proposal for the Dartmouth summer 

research project on artificial intelligence”

1970s Rise of Expert Systems – intended to mimic decision-making of domain experts
 simulated reasoning via if-then rules (knowledge base + inference rules) 

1980s knowledge acquisition was slow, costly; massive knowledge base expensive to store 
 Fall of Expert Systems – led to an “AI Winter” in funding

1986 Herbert Simon keynote at TIMS/ORSA (now INFORMS) Annual Meeting

References:
Nilsson NJ (2009) The quest for artificial intelligence (Cambridge University Press).
Mitchell M (2019) Artificial Intelligence: A guide for thinking humans (Penguin UK).
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research project on artificial intelligence”

1970s Rise of Expert Systems – intended to mimic decision-making of domain experts
 simulated reasoning via if-then rules (knowledge base + inference rules) 

1980s Fall of Expert Systems – led to an “AI Winter” in funding
 knowledge acquisition was slow, costly; massive knowledge base expensive to store 

1987 Herbert Simon keynote at TIMS/ORSA (now INFORMS) Annual Meeting

References:
Nilsson NJ (2009) The quest for artificial intelligence (Cambridge University Press).
Mitchell M (2019) Artificial Intelligence: A guide for thinking humans (Penguin UK).

Originally delivered as the plenary address at the TIMS/ORSA Joint National Meeting, 
Miami, Florida, October 1986.

Published 1987. Interfaces 17(4):8-15. https://doi.org/10.1287/inte.17.4.8

“Management science and operations research are a part of the great effort, often styled the 
Second Industrial Revolution, that is striving to understand and enhance intelligence. Joining 
hands with AI, management science and operations research can aspire to tackle every kind 
of problem-solving and decision-making task the human mind confronts.”

Computer scientist, 
economist, cognitive 
scientist

Famous for “bounded 
rationality”, “satisficing”

Turing Award (1975)

Nobel Prize in 
Economics (1978)
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Artificial Intelligence – An (Over)Simplified History
1955 McCarthy J, Minsky ML, Rochester N, Shannon CE, “A proposal for the Dartmouth summer 

research project on artificial intelligence”

1970s Rise of Expert Systems – intended to mimic decision-making of domain experts
 simulated reasoning via if-then rules (knowledge base + inference rules) 

1980s knowledge acquisition was slow, costly; massive knowledge base expensive to store 
 Fall of Expert Systems – led to an “AI Winter” in funding

1986 Herbert Simon keynote at TIMS/ORSA (now INFORMS) Annual Meeting

1990s Rise of the commercial Internet; Introduction of Recurrent Neural Networks
2010s Machine learning (ML) technologies became prevalent. Particularly useful when trained on 

large data sets. Rise in data analysis, data analytics, and data science.
2017 Google paper “Attention is All You Need” introduces the Transformer for deep learning

2018 Generative Pre-trained Transformers (GPTs) as a type of large language model (LLM)

2022 ChatGPT (GPT3.2)

References:
Nilsson NJ (2009) The quest for artificial intelligence (Cambridge University Press).
Mitchell M (2019) Artificial Intelligence: A guide for thinking humans (Penguin UK).
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How do GPT / LLMs work?
Token-predicting machines
• Tokens embedded in a high-dim vector space
• Layered neural network models 
• Attention heads in neural network adjust 

weights between token vectors
• Feed-forward layers use vector math to 

“reason” about tokens
• Models with billions (trillions) of parameters

Requires scale!
• Trained on LOTS of data
• Using lots of compute (and energy)
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https://www.understandingai.org/p/large-language-models-explained-with

See also
https://arstechnica.com/science/2018/12/how-computers-got-shockingly-good-at-recognizing-images/

Concern: LLMs nothing more 
than “stochastic parrots”…?



Proposed uses of AI for military decision-making
(a partial list)

• Search and Synthesis. Google search on steroids. Of doctrine, instructions, and other 
official documents. For intelligence activities broadly. Supporting both summarization 
of data sources and integration across them.
• (Descriptive) Assessment. For military readiness, system health, inventory stockpiles, 

mission viability.
• Detection and Vision. Looking to identify (see) and classify (interpret) various data 

streams, to include text, images, and electronic or acoustic signals.
• Pattern Recognition. Techniques such as classification and clustering, to be used for 

both inference and prediction, and applied to tasks such as anomaly detection and 
threat analysis.
• General information workflow automation. Typically, with “Faster, Better, Cheaper 

(FBC)” efficiencies in mind.
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AI is now part of national security strategy

https://www.war.gov/News/News-Stories/Article/Article/4165279/defense-officials-outline-ais-strategic-role-in-national-security/

https://www.whitehouse.gov/presidential-actions/2025/01/removing-barriers-to-american-leadership-in-artificial-intelligence/

https://www.war.gov/News/Releases/Release/Article/3996199/cdao-and-diu-launch-new-effort-focused-on-
accelerating-dod-adoption-of-ai-capab/

https://bidenwhitehouse.archives.gov/briefing-room/presidential-actions/2024/10/24/memorandum-on-advancing-
the-united-states-leadership-in-artificial-intelligence-harnessing-artificial-intelligence-to-fulfill-national-security-
objectives-and-fostering-the-safety-security/
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This is all great.

But how does it help (or hurt?) my work as an 
Operations Analyst?

And what exactly is that work, anyways…?
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Deliverable Report
(and briefing)

Standalone Tool
(connected to data)

(part of a)
Production System

User / 
Customer

Executive
Decision-Maker

Operations Analyst
(domain-specific expert)

“Production” Analyst
(frontline worker)

Use Case
One-time, bespoke

Blends quantitative + 
qualitative factors

Repeated, custom use

Uses data + computation for 
domain-specific problem

Repeated, mass use

Part of a common 
computational workflow

Goal Insight to
specific decision(s)

Accelerate + transform 
complicated analysis Streamlined operations

TECHNIQUES
(Optimization, Stochastic Modeling, Simulation, Statistics, Data Science, AI/ML, HPC)

THEORY
(Mathematics, Algorithms, Computing)

OA
Studies

Decision 
Support Tools

Automated 
Analytics
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Wagner DH, Mylander WC, Sanders TJ (1999) Naval 
Operations Analysis (Naval Institute Press), 3rd ed.
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Example
In a South China Sea 
conflict, should we 

devote combatants to 
escorting merchant 
resupply vessels?
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Example
In a South China Sea 
conflict, should we 

devote combatants to 
escorting merchant 
resupply vessels?

How best to schedule 
training sessions at flight 

school to meet 
requirements?

How to integrate daily 
satellite images into 

readiness assessments? 
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Where can AI help?
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AI’s perceived value = it is believed to accelerate decision-making and action.
• Industry: Faster, Better, Cheaper (FBC) Pressures
• Military: Observe – Orient – Decide – Act (OODA) Loop
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The need for speed

AI is valued as an automation technology.

“future wars will be won by those who can ‘see, understand, decide, and act faster,’ 
underscoring the necessity of integrating artificial intelligence (AI), electronic warfare, 
and space operations into military strategies, and 'finding ways to combine AI tools and 
human decision making that deliver a decision advantage.’” 

Dec 10, 2024 SGL by Admiral Paparo; https://nps.edu/-/indopacom-commander-discusses-challenges

"AI is not entirely new, but advancements in computing power and big data are transforming 
how we think about processes — not just acquisition, but our daily operations… AI can 
significantly enhance the Joint Staff's ability to integrate and analyze global military operations, 
ultimately enabling better, faster decisions.” – the Joint Staff AI Lead (April 24, 2025)

https://www.war.gov/News/News-Stories/Article/Article/4165279/defense-officials-outline-ais-strategic-role-in-national-security/



Work as imagined (WAI) Work as done (WAD)
• Things are messy: “adaptations tailored to 

contingencies and context are always going on”
• “The adaptations that make the system function 

also hide the systems weaknesses.”
• “Management often can’t see the gaps so it seems 

that the system is functioning as designed.”
• Anomalies and surprises are continuous.

References: 
Hollnagel, Woods & Leveson (2006). Resilience Engineering.   Woods et al., Behind Human Error (1994/ 2nd edition 2010). Woods and Decker (2000)
Quotes from Woods et al. (2021). Patterns in How People Think and Work: Importance of Patterns Discovery for Understanding Complex Adaptive Systems..

• System is built and operated as designed
• Components of the system (humans, 

algorithms, devices) behave as specified
• Exceptions/Anomalies are relatively few & 

usually well anticipated.

How we imagine automation How automation actually happens
• Humans are the sources of inefficiency
• New technology can be introduced as a 

simple substitution of machines for people
• The system will be preserved and improved

• Adding or expanding the machine’s role changes 
the cooperative architecture and changes the 
role of the human in the system

• This is a joint system—and needs to be designed 
and operated as such

Understanding automation technology
(a cognitive systems engineering perspective)
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The field of cognitive systems engineering 
is full of examples of “automation gone wrong”
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Key Ideas for Joint Systems:
• “The machine changes and augments what 

people can do, rather than replaces them.”
• “The machine interacts with people: they 

cannot remain separate or invisible”
• The Need for Teaming
• Role of Expertise
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https://u.osu.edu/csel/

Johnson, M., & Vera, A. (2019). No AI is an island: 
the case for teaming intelligence. AI magazine, 40(1), 16-28.



Assessing and Understanding Expertise

• The notion of ”expertise” is often defined loosely.

• However, cognitive scientists** have formal definitions of expertise in terms of:
1. Developmental progression (the experience needed to acquire it)
2. Knowledge organization (what is known and how it is organized, e.g., models, abstractions)
3. Reasoning processes (how experts think and reason)

• Traditional levels of proficiency come from the “craft guilds” of the Middle Ages…

**Leading expert: Robert R. Hoffman, PhD., Institute for Human and Machine Cognition, Florida University Systems, http://www.ihmc.us/groups/rhoffman/ 
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Basic Levels of Proficiency
Traditional Description* How they operate** How they contribute** How they learn and interact**

Master

Traditionally, a master is one of an elite group of 
experts whose judgments set the regulations, 
standards, or ideals. 

Also, a master can be that expert who is regarded by the 
other experts as being “the” expert, or the “real” expert, 
especially with regard to sub-domain knowledge.

Has studied with many different teachers and has 
developed own distinctive style. 
Has produced innovations in the standard practices of 
others, altered the course of history in the field, and 
knows how to do this again. 

Develops new methods and 
practices for the field.
Capacity for long-range 
strategic thinking and action. 
Sees historical drifts and 
shifting clearings. 

Learning continues by working with 
other masters as teachers. 
Creates and leads professional 
networks. 
Teaches others to be experts and 
masters.

Expert

The distinguished or brilliant journeyman, highly 
regarded by peers, whose judgments are uncommonly 
accurate and reliable, whose performance shows 
consummate skill and economy of effort, and who can 
deal effectively with certain types of rare or “tough” 
cases. Also, an expert is one who has special skills or 
knowledge derived from extensive experience with 
subdomains.

Enormous breadth and depth of knowledge. Routinely 
forms and leads high-performance teams.  

Admired by others as a benchmark of team 
performance. 

Performance standards are well beyond those of most 
practitioners.

Consistently solves difficult, 
complex, problems.  
Able to handle novel or 
unusual situations.
Produces consistently 
inspiring and excellent 
performances. 

Apprenticeship to masters. 
Advanced coaching, development of 
breadth, focus on observing and 
adopting style of the teacher. 
Teaches others. Years or decades of 
practice.

Journeyman 
(professional)

Literally, a person who can perform a day’s labor 
unsupervised, although working under orders. An 
experienced and reliable worker, or one who has 
achieved a level of competence. 

It is possible to remain at this level for life.

Appropriate action is deliberate yet appears to come 
from experience and intuition. 
Seldom thinks in terms of rules for governing 
behavior.
Considerable experience and practice across a wide 
range of situations over years of work.

Operates effectively while 
unsupervised. 
Able to deal with more 
complex situations. 
Individual performance is a 
benchmark for others. 

Apprenticeship to experts.  Coaching.
Putting self into wide range of 
situations. 
Membership and contribution to 
professional networks. 
Teaches others.

Apprentice 
(advanced 
beginner)

Literally, one who is learning—a student undergoing a 
program of instruction beyond the introductory level. 
Traditionally, the apprentice is immersed in the domain 
by living with and assisting someone at a higher level. 
The length of an apprenticeship depends on the domain, 
ranging from about one to 12 years in the craft guilds.

Carries out standard actions without causing 
breakdowns. Can fulfill standard promises to 
customers satisfactorily without supervision. 
Performs most standard actions without conscious 
application of rules. When faced with a new situation, 
works out appropriate actions by application of rules.

Able to perform advanced 
problem-solving on projects 
when coached to do so.  

Can assist someone at a 
higher level.  

Repeated practice with common 
situations and increasing exposure 
to exceptional situations.
Apprenticeship to more advanced 
professionals and teams.
Membership in professional 
networks

Novice 
(beginner)

Literally, someone who is new—a probationary 
member. 

There has been some (“minimal”) exposure to the 
domain and/or has begun introductory instruction.

All action appears to be governed by rules defining 
allowable actions and strategies. Common situations 
are unfamiliar and are described by more rules. 
Most action is deliberate application of rules or 
conscious recall of prior actions in the familiar 
situations. 

Can contribute in realistic, 
well-understood situations 
with supervision.
 
Can perform simple actions 
for customers; needs 
supervision for more 
complex tasks.

Memorization, drill, and practice in 
simple situations.  
Problem-solving and practice with 
rules and strategies.   
Learning involves recognizing 
common situations that help in 
recalling which rules should be 
exercised.   

*Taken verbatim from: Hoffman, R. R. (1998). How can expertise be defined?: Implications of research from cognitive psychology. In R. Williams, W. Faulkner, & J. Fleck (Eds.), Exploring expertise (pp. 81-100). New York: Macmillan.
**Adapted from: Denning PJ (2002) Career redux. Communications of the ACM 45(9):21-26.

LO
W

HI
G

H
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Doctorate
Degree

+
Experience

Masters
Degree

+
Experience

Basic Levels of Proficiency
Traditional Description*

Master

Traditionally, a master is one of an elite group of 
experts whose judgments set the regulations, 
standards, or ideals. 

Also, a master can be that expert who is regarded by the 
other experts as being “the” expert, or the “real” expert, 
especially with regard to sub-domain knowledge.

Expert

The distinguished or brilliant journeyman, highly 
regarded by peers, whose judgments are uncommonly 
accurate and reliable, whose performance shows 
consummate skill and economy of effort, and who can 
deal effectively with certain types of rare or “tough” 
cases. Also, an expert is one who has special skills or 
knowledge derived from extensive experience with 
subdomains.

Journeyman 
(professional)

Literally, a person who can perform a day’s labor 
unsupervised, although working under orders. An 
experienced and reliable worker, or one who has 
achieved a level of competence. 

It is possible to remain at this level for life.

Apprentice 
(advanced 
beginner)

Literally, one who is learning—a student undergoing a 
program of instruction beyond the introductory level. 
Traditionally, the apprentice is immersed in the domain 
by living with and assisting someone at a higher level. 

The length of an apprenticeship depends on the domain, 
ranging from about one to 12 years in the craft guilds.

Novice 
(beginner)

Literally, someone who is new—a probationary 
member. 

There has been some (“minimal”) exposure to the 
domain and/or has begun introductory instruction.

LO
W

HI
G

H
We can use these levels to understand how education and 
experience contribute to the acquisition of proficiency in the 
field of operations analysis.

Certificate

Masters
Degree

If an officer starts with little prior experience, the level of 
proficiency that can be attained scales approximately with 
the amount of education. 

Note: Someone with a master’s degree of education is typically not a “master” in this sense.  Just as the rank of Master Chief Petty Officer follows a different notion of what it means to be a “master.”    

Undergrad
Major
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What happens to skills when using automated tools?

Three possible outcomes:
• The skill is enhanced. This tends to occur in individuals who already possess a certain 

level of proficiency and are engaged in activities that accelerate their practice.
• The skill atrophies over time. This is the classic de-skilling paradox.
• The skill never develops in the first place. 

Areas of concern:
• Education: Reading. Analysis. Writing. Thinking.
• [Software-Based] Tool Development
• Information-Based Work
• Decision-making in high-stakes environments
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New York Magazine, Retrieved May 11, 2025
https://nymag.com/intelligencer/article/openai-chatgpt-ai-
cheating-education-college-students-school.html

Basic Argument:
• Education has increasingly adopted a “transactional” 

model (i.e., the student submits an assignment in 
exchange for a grade). 

• Students, under their own form of FBC pressures, 
will naturally seek out tools that make them more 
productive

• One should expect the rampant use of these tools to 
optimize their grades, even if it ultimately 
circumvents their learning

https://www.newcartographies.com/p/the-myth-of-automated-learning
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https://biblioracle.substack.com/p/addressing-the-transactional-model



AI tools might degrade performance 
in software coding activities

29

Experienced software developers with access to AI tools took 19% longer 
to complete their tasks, despite believing they had finished 20% faster. 
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AI tools might degrade performance 
in software coding activities



The rise of AI “workslop” 
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https://hbr.org/2025/09/ai-generated-workslop-is-destroying-productivity

• “But while some employees are using [AI-enabled tools] to 
polish good work, others use it to create content that is 
actually unhelpful, incomplete, or missing crucial context 
about the project at hand. “

• “Employees are using AI tools to create low-effort, 
passable looking work that ends up creating more work 
for their coworkers.”

• “We define workslop as AI generated work content that 
masquerades as good work, but lacks the substance to 
meaningfully advance a given task.”

• “The insidious effect of workslop is that it shifts the 
burden of the work downstream, requiring the receiver to 
interpret, correct, or redo the work. In other words, it 
transfers the effort from creator to receiver.”
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Performance of 450 nursing students and a dozen licensed nurses 
when reviewing 10 historical ICU cases

• “When AI predictions were most correct, nurses performed 53% 
to 67% better than when they worked without AI assistance.”

• “However, when AI predictions were most misleading, nurses 
performed 96% to 120% worse than when they worked without 
AI assistance.”



What happens to skills when using automated tools?

Three possible outcomes:
• The skill is enhanced. This tends to occur in individuals who already possess a certain 

level of proficiency and are engaged in activities that accelerate their practice.
• The skill atrophies over time. This is the classic de-skilling paradox.
• The skill never develops in the first place. 
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Expertise is more than generating a minimally viable product!
• Expertise cannot be automated

• Expertise involves knowledge and skill, as well as the ability to cope with the unexpected. 
• Being able to handle things that go wrong (increasingly complex situations)
• These things all derive from experience.

• Performance depends on both the user and the tool
• This is a joint system, and should be designed as such



• It is insufficient (and misguided) to evaluate the performance of the tool in a 
standalone way. 

Instead, we should be evaluating the joint performance of user + tool. 

• In cases where a decision support tool makes incorrect (or poor) recommendations, 
we should NOT expect that users (even those with high expertise) will be able to say 
"that's wrong" and disregard the guidance of the tool. 

In high-stakes situations involving life and death, we should insist on rigor in 
evaluating the correctness of model/tool output.  

• How do we assess performance of LLMs where the output always looks plausible?

• Are the fundamental limitations in terms of what LLMs can do?

We should not expect that the mere deployment of decision 
support tools necessarily improves performance.
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https://garymarcus.substack.com/p/generative-ais-crippling-and-widespread

• GPT-based LLMs do not build “world models” in this way
• They are token-predicting machines (sometimes called 

“foundation models”—an unfortunate name)
• This limitation helps to explain their inability to effectively 

solve problems in many contexts
• This is fundamental limitation (i.e., it will not be solved 

with more data and more compute)

“A world model (or cognitive model) is a computational 
framework that a system (a machine, or a person or other 
animal) uses to track what is happening in the world.”

Each of us builds, maintains, and revises our own models 
for what is happening and how we make sense of the world 
around us.

The development of expertise is marked by how we organize 
information (i.e., build models) for improved retrieval and 
reasoning about what is happening and what might happen. 
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https://garymarcus.substack.com/p/generative-ais-crippling-and-widespread

“We particularly find that foundation models 
trained on orbital trajectories consistently fail 
to apply Newtonian mechanics when adapted 
to new physics tasks. Further analysis reveals 
that these models behave as if they develop 
task-specific heuristics that fail to generalize.”
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https://garymarcus.substack.com/p/generative-ais-crippling-and-widespread

https://www.theregister.com/2025/06/09/atari_vs_chatgpt_chess/

“In short ChatGPT can approximate the game of chess, but 
it can’t play it reliably, precisely because (despite immense 
relevant evidence) it never induces proper world model of 
the board and the rules.”
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Mathematical Optimization (MO)
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The starting point for a MO problem is model formulation:
• Index sets
• Parameters
• Variables
• Objective
• Constraints

Building a “good” representation of the problem (i.e., a world model) is the 
essential first step toward being able to optimize a decision.

This requires an understanding of the underlying mathematics and domain 
expertise in the problem at hand.

The benefits and advantages of having a “world model” are immediate.



Mathematical Optimization (MO) Large Language Models (LLMs)vs.
• When MO finds an optimal solution, it provides a certificate 

that guarantees it is the best. In other cases, it can potentially 
tell you how far away the solution is from the best one.

• An LLM provides no guarantees on its output and requires a 
human to interpret the results to determine whether the 
solution is any good or a nonsense hallucination.

• MO will tell you if a problem is infeasible. If infeasible, the 
model can be interrogated to understand what would be 
required to make it feasible.

• An LLM can’t say whether a problem is infeasible or not and 
will likely produce a plausible-sounding answer in either case.

• If an MO problem goes wrong, there is typically a signal about 
what went wrong and what to do.

• LLMs don’t provide such alarm signals.

• The results of MO are repeatable. Different solves (either by 
different people or at different times) will get the same 
answer.

• LLMs are not stable under repeated invocations. 
Different solves (either by different people or at different 
times) are likely to get different answers.

•MO is transparent in the sense that we can understand how 
the solution was obtained and explain why it is good.

• LLMs are not transparent. It is unclear how or why they 
produce their results, and explaining their output can be 
difficult.

•We can use MO to do parametric analysis: understand how 
the best solution changes as inputs (e.g., available resources) 
or requirements change. MO supports systematic “what-if” 
analysis that allows users to explore future uncertainties.

• LLMs do not support this.

•We can use MO to find worst-case failures in operational 
plans, either for attack or defense.

• LLMs do not support this.

•MO has mature theory that is decades old and is understood 
and supported by thousands of practitioners worldwide.

• LLMs are poorly understood, relatively speaking, and it is 
unclear who to call when things don’t work out as planned. 39
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Source: Gary Marcus, 26 SEP 2025, https://garymarcus.substack.com/p/game-over-for-pure-llms-even-turing

Potential Limits
in the current AI Gold Rush?
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Making Sense of the AI Gold Rush:
An OA Perspective

• Operations Analysis (OA)

• Artificial Intelligence (AI)

• Automation

• Expertise
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The need to frame problems, analyze data, and provide 
insights to real-world operational problems will only increase. 

AI-enabled tools will continue to succeed in contexts where 
data-driven methods are appropriate, but we should not 
expect them to circumvent the need for models or expertise.

You need to know how these tools work and where their use 
is likely to succeed (or fail).  Be prepared to clean up slop.

We should be wary of the automation substitution myth, or 
that moving fast (on its own) produces superior results.

Do not be fooled into thinking that you can automate the 
development of your own expertise.



I welcome comments and feedback. Thank you!

• Dr. David Alderson
Professor and Chair, Operations Research
Naval Postgraduate School
dlalders@nps.edu 
http://faculty.nps.edu/dlalders
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