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a b s t r a c t

Recently, Parida and Gupta [P.K. Parida, D.K. Gupta, Recurrence relations for a Newton-
like method in Banach spaces, J. Comput. Appl. Math. 206 (2007) 873–877] used Rall’s
recurrence relation approach (from 1961) to approximate roots of nonlinear equations, by
developing severalmethods, the latest of which is free of second derivative and it is of third
order. In this paper, we use an idea of Kou and Li [J.-S. Kou, Y.-T. Li, Modified Chebyshev’s
method free from second derivative for non-linear equations, Appl. Math. Comput. 187
(2007) 1027–1032] and modify the approach of Parida and Gupta, obtaining yet another
third-order method to approximate a solution of a nonlinear equation in a Banach space.
We give several applications to our method.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Newton’s method and its variants are used to solve nonlinear operator equations F(x) = 0 or systems of nonlinear
equations. The convergence of these methods was established using Kantorovich theorem (see e.g. [1–3]). The convergence
of the sequences obtained by these methods in Banach spaces is derived from the convergence of majorizing sequences
(see [4] and references therein). Rall [5] has suggested a different approach for the convergence of these methods, based on
recurrence relations. Parida [6], and Parida and Gupta [7] used this idea for several third-order methods (see also the work
of Candella and Marquina [8,9], Ezquerro and Hernández [10], and Gutiérrez and Hernández [11,12]).

Here we apply the idea to the third-order method free of second derivative proposed by Kou and Li [13]. They developed
a family of methods for the solution of a nonlinear equation f (x) = 0 as follows

yn = xn − θ
f (xn)
f ′(xn)

,

xn+1 = xn −
f (yn) + (θ2

+ θ − 1)f (xn)
θ2f ′(xn)

.

(1.1)

It turns out that this method is of third order when approximating a simple root.

2. Recurrence relations

In this section, we discuss a third-order method for solving nonlinear operator equations
F(x) = 0, (2.1)
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where F : Ω ⊆ X → Y is a nonlinear operator on an open convex subset Ω of a Banach space X with values in a Banach
space Y . The third-order method [13] is defined as follows:

yn = xn − θF ′(xn)−1F(xn),

xn+1 = xn −
θ2

+ θ − 1
θ2

F ′(xn)−1F(xn) −
1
θ2

F ′(xn)−1F(yn).
(2.2)

This family uses two evaluations of F and one evaluation of F ′. In [7] they discuss a third-order method requiring one
evaluation of F and two evaluations of F ′. Several choices of θ were suggested in [14] and [15].

Let F be a twice Fréchet differentiable in Ω and BL(Y , X) be the set of bounded linear operators from Y into X . Let us
assume that Γ0 = F ′(x0)−1

∈ BL(Y , X) exists at some x0 ∈ Ω and the following conditions hold:

(1) ‖F ′(x) − F ′(y)‖ ≤ k1‖x − y‖, x, y ∈ Ω ,
(2) ‖F ′′(x)‖ ≤ M, x ∈ Ω ,
(3) ‖Γ0‖ ≤ β ,
(4) ‖Γ0F(x0)‖ ≤ η.

Let us also denote

a = k1βη,

α =
|θ2

+ θ − 1| + |1 − θ |

θ2
,

γ =
M
2

βη.

(2.3)

Now, we define the sequences

a0 = b0 = 1, d0 = α + γ , b−1 = 0,

an+1 =
an

1 − aandn
,

bn+1 = an+1βηCn,

dn+1 =
|θ2

+ θ − 1|
θ2

bn+1 +
1
θ2

an+1βη

[
|1 − θ |Cn +

M
2

θ2b2n+1

]
,

(2.4)

where

Cn =
M
2
K 2
n + k1|θ |bnKn +

M
2

|θ2
− 1|b2n, (2.5)

with

Kn =
|θ + 1|(θ − 1)2 + |1 − θ |

θ2
bn +

M
2
anβb2nη. (2.6)

Note that we can rewrite dn+1 also in the form

dn+1 = αbn+1 + γ an+1b2n+1, (2.7)

or, equivalently, as

dn+1 = d0bn+1 + γ bn+1 (an+1bn+1 − 1) .

The polynomials Cn and Kn can be rewritten as

Cn =

P0 + P1anbn + P2a2nb

2
n


b2n,

Kn = (Q0 + Q1anbn) bn.

Lemma 1. Under the previous assumptions, we prove the following:

(In) ‖Γn‖ = ‖F ′(xn)−1
‖ ≤ anβ ,

(IIn) ‖ΓnF(xn)‖ ≤ bnη,
(IIIn) ‖xn+1 − xn‖ ≤ dnη,
(IVn) ‖xn+1 − yn‖ ≤ (dn + 2Kn−1 + θbn)η.
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Proof. We use induction to prove the above claims. Notice that (I0) and (II0) follow immediately from the assumptions. To
prove (III0), we start with the first substep of (2.2),

F(y0) = F(y0) − θF(x0) − F ′(x0)(y0 − x0). (2.8)

This can be written as

F(y0) = (1 − θ)F(x0) + F(y0) − F(x0) − F ′(x0)(y0 − x0)

= (1 − θ)F(x0) +

∫ 1

0
F ′′(x0 + t(y0 − x0))(1 − t)dt(y0 − x0)2. (2.9)

Now multiply by Γ0 and use the assumptions, it follows that

‖Γ0F(y0)‖ ≤ |1 − θ |η +
M
2

βθ2η2, (2.10)

so that

‖x1 − x0‖ ≤
|θ2

+ θ − 1|
θ2

‖Γ0F(x0)‖ +
1
θ2

‖Γ0F(y0)‖

≤


|θ2

+ θ − 1| + |1 − θ |

θ2
+

M
2

βη


η = d0η, (2.11)

and (III0) holds.
We have

x1 − y0 = −
(θ + 1)(θ − 1)2

θ2
Γ0F(x0) −

1
θ2

Γ0F(y0), (2.12)

so that it follows from (2.10) that

‖x1 − y0‖ ≤
|θ + 1|(θ − 1)2

θ2
‖Γ0F(x0)‖ +

1
θ2

‖Γ0F(y0)‖

≤


|θ + 1|(θ − 1)2 + |1 − θ |

θ2
+

M
2

βη


η = d0η

≤ (d0 + 2K−1 + θb0)η, (2.13)

and (IV0) also holds.
Following an inductive procedure and assuming xn ∈ Ω and aandn < 1, if xn+1 ∈ Ω , we have

‖I − ΓnF ′(xn+1)‖ ≤ ‖Γn‖ ‖F ′(xn) − F ′(xn+1)‖ ≤ aandn < 1. (2.14)

Now, we note that

Γn+1

I −


F ′(xn) − F ′(xn+1)


Γn


= Γn. (2.15)

Then Γn+1 is defined and

‖Γn+1‖ ≤
‖Γn‖

1 − ‖Γn‖ ‖F ′(xn) − F ′(xn+1)‖
≤

anβ
1 − aandn

= an+1β. (2.16)

Hence, by induction, (2.16) holds for all n. This proves condition (In).
Using the first step of (2.2), we have

F(yn) = F(yn) − θF(xn) − F ′(xn)(yn − xn)
= (1 − θ)F(xn) + F(yn) − F(xn) − F ′(xn)(yn − xn)

= (1 − θ)F(xn) +

∫ 1

0
F ′′(xn + t(yn − xn))(1 − t)dt(yn − xn)2. (2.17)

Now subtract the first step of (2.2) from the second to get

F ′(xn)(xn+1 − yn) =
θ3

− θ2
− θ + 1

θ2
F(xn) −

1
θ2

F(yn). (2.18)

Using (2.17) on the identity

F(xn+1) = F ′(xn)(xn+1 − yn) + F(yn) + [F ′(yn) − F ′(xn)](xn+1 − yn) + F(xn+1) − F(yn) − F ′(yn)(xn+1 − yn) (2.19)
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and

F(xn+1) − F(yn) − F ′(yn)(xn+1 − yn) =

∫ 1

0
F ′′(yn + t(xn+1 − yn))(1 − t)dt(xn+1 − yn)2, (2.20)

we have

F(xn+1) =
1 − θ

θ2
F(xn) −

1
θ2

F(yn) +

∫ 1

0
F ′′(xn + t(yn − xn))(1 − t)dt(yn − xn)2

+

∫ 1

0
F ′′(yn + t(xn+1 − yn))(1 − t)dt(xn+1 − yn)2 + [F ′(yn) − F ′(xn)](xn+1 − yn), (2.21)

or

F(xn+1) =
θ2

− 1
θ2

∫ 1

0
F ′′(xn + t(yn − xn))(1 − t)dt(yn − xn)2

+

∫ 1

0
F ′′(yn + t(xn+1 − yn))(1 − t)dt(xn+1 − yn)2 + [F ′(yn) − F ′(xn)](xn+1 − yn). (2.22)

Hence,

‖F(xn+1)‖ ≤
M
2

|θ2
− 1|
θ2

‖yn − xn‖2
+

M
2

‖xn+1 − yn‖2
+ k1‖yn − xn‖ ‖xn+1 − yn‖. (2.23)

From (2.17) we get

‖ΓnF(yn)‖ ≤ |1 − θ |bnη +
M
2
anβ‖yn − xn‖2, (2.24)

so that since ‖yn − xn‖ = ‖θΓnF(xn)‖ ≤ |θ |bnη, and combining (2.24) with (2.18), we have

‖xn+1 − yn‖ ≤
|θ3

− θ2
− θ + 1| + |1 − θ |

θ2
bnη +

M
2θ2

anβ‖yn − xn‖2

≤
|θ + 1|(θ − 1)2 + |1 − θ |

θ2
bnη +

M
2
anβb2nη

2
= Knη. (2.25)

Hence,

‖F(xn+1)‖ ≤ Cnη
2, (2.26)

where Cn is given by (2.5).
Therefore

‖Γn+1F(xn+1)‖ ≤ ‖Γn+1‖ ‖F(xn+1)‖

≤ an+1βCnη
2

= bn+1η, (2.27)

So, by induction, (2.27) holds for all n. This proves condition (IIn).
Using (2.17) with xn and yn replaced by xn+1 and yn+1 respectively,

‖F(yn+1)‖ ≤ |1 − θ |Cnη
2
+

M
2

θ2b2n+1η
2, (2.28)

so that

‖Γn+1F(yn+1)‖ ≤ ‖Γn+1‖ ‖F(yn+1)‖ ≤ an+1βη2
[
|1 − θ |Cn +

M
2

θ2b2n+1

]
. (2.29)

Using (2.27) and (2.29), we therefore have

‖xn+2 − xn+1‖ ≤
|θ2

+ θ − 1|
θ2

‖Γn+1F(xn+1)‖ +
1
θ2

‖Γn+1F(yn+1)‖

≤
|θ2

+ θ − 1|
θ2

bn+1η +
1
θ2

an+1βη2
[
|1 − θ |Cn +

M
2

θ2b2n+1

]
=


|θ2

+ θ − 1|
θ2

bn+1 +
1
θ2

an+1βη

[
|1 − θ |Cn +

M
2

θ2b2n+1

]
η

= dn+1η. (2.30)
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Hence, by induction, this inequality holds for all n. This proves condition (IIIn).
Since

xn+1 − yn+1 = yn − xn+1 +
(θ + 1)(θ − 1)2

θ2
ΓnF(xn) (2.31)

−
1
θ2

ΓnF(yn) + θΓn+1F(xn+1), (2.32)

we have from (2.24), (2.25), (2.27) that

‖xn+1 − yn+1‖ ≤ (2Kn + θbn+1)η. (2.33)

Hence we have

‖xn+2 − yn+1‖ ≤ ‖xn+2 − xn+1‖ + ‖xn+1 − yn+1‖ (2.34)

≤ dn+1η + (2Kn + θbn+1)η (2.35)

= (dn+1 + 2Kn + θbn+1)η. (2.36)

Hence, by induction, condition (IVn) holds for all n. This proves condition (IVn). �

3. Convergence analysis

In this section, we shall establish the convergence of our third-order method (2.2). To this end, we have to prove the
convergence of the sequence xn defined in a Banach space or, which is the same, to prove that dn is a Cauchy sequence and
that the following assumptions hold:
1. xn ∈ Ω ,
2. aandn < 1, n ∈ N .

The next two lemmas will show the Cauchy property for the sequence dn.

Lemma 2. Assume that x0 is chosen so as to satisfy 0 < d0 < 1/a, that is, a(α + γ ) < 1, where α and γ are given by (2.3).
Then, the sequence an ≥ 1 is increasing, as n increases.

Proof. Now we show that all the involved sequences are positive. Under the imposed conditions, we see that
a0, b0, d0, C0, K0 are all positive, and also that 1−aa0d0 > 0. Assume, now, that all ai, bi, di, Ci, Ki, and 1−aaidi are positive,
for i = 0, 1, . . . , n.

Since Cn > 0 and bn+1 = an+1βηCn, it follows that an+1, bn+1 have the same sign, and so an+1bn+1 > 0. Further, from
dn+1 = bn+1(α + γ an+1bn+1), we get that dn+1 has the same sign as bn+1, and so, all three terms an+1, bn+1, dn+1 share the
same sign.

By absurd, we suppose that the implied sign is negative. Then dn + dn+1 < dn, and so,

1 − aan(dn + dn+1) > 1 − aandn,

which renders

1 − aan+1dn+1 =
1 − aan(dn + dn+1)

1 − aandn
> 1,

which implies aan+1dn+1 < 0, but that is impossible since an+1, dn+1 have the same sign and a > 0.
Next, since an+1 =

an
1−aandn

, then

dn =
1
a


1
an

−
1

an+1


,

and so, by telescoping, we get
n−1−
i=0

di =
1
a


1
a0

−
1
an


, where a0 = 1.

This will render

an =
1

1 − a
n−1∑
i=0

di

.

Certainly, since a > 0, di > 0, for all i ≥ 0, then a
∑n−1

i=0 di increases as n increases, and so, 1 − a
∑n−1

i=0 di decreases as n
increases, which implies that the reciprocal, namely, an is an increasing sequence, and consequently, an ≥ a0 = 1. �
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We define the sequence cn = anbn. Then the sequences {an}, {bn}, {cn}, {dn} can be rewritten as

an+1 =
an

1 − aandn
=

an
1 − a


αcn + γ c2n

 ,
bn+1 = an+1βηCn =

βηbncn

P0 + P1cn + P2c2n


1 − a


αcn + γ c2n

 ,

cn+1 = an+1bn+1 =
βηc2n


P0 + P1cn + P2c2n


1 − a


αcn + γ c2n

2 ,

dn+1 = αbn+1 + γ an+1b2n+1

=
βηbncn


P0 + P1cn + P2c2n


1 − a


αcn + γ c2n

 (α + γ cn+1) .

That the sequence {cn} is a decreasing sequence under the assumption that a1b1 < 1 can be proved by using the
mathematical induction. It is obvious that c1 = a1b1 < 1 = c0. Assuming that cn < cn−1 for some n > 0, we have

cn+1 =
βηc2n


P0 + P1cn + P2c2n


1 − a


αcn + γ c2n

2
<

βηc2n−1


P0 + P1cn−1 + P2c2n−1


1 − a


αcn−1 + γ c2n−1

2 = cn.

Therefore the sequence {cn} becomes a decreasing sequence with cn < 1 for all n. If 0 < s < 1 and cn ≤ scn−1, then

cn+1 =
βηc2n


P0 + P1cn + P2c2n


1 − a


αcn + γ c2n

2
≤ s2

βηc2n−1


P0 + P1scn−1 + P2s2c2n−1


1 − a


αscn−1 + γ s2c2n−1

2
≤ s2

βηc2n−1


P0 + P1cn−1 + P2c2n−1


1 − a


αcn−1 + γ c2n−1

2 = s2cn.

Let ζ =
c1
c0

= c1 = a1b1, then we have 0 < ζ < 1 and c1 ≤ ζ c0 = ζ , so that

c1 ≤ ζ c0,
c2 ≤ ζ 2c1,

c3 ≤ ζ 22c2,

c4 ≤ ζ 23c3,
...

cn+1 ≤ ζ (2n+2n−1
+···+21+1)c0 = ζ 2n+1

·
1
ζ

,

....

On the other hand, with the sequence {dn} under the assumption that a1b1 < 1 we have

dn =
aandn
aan

=

αcn + γ c2n

 1
an

≤

αcn + γ c2n

 1
a0

= αcn + γ c2n

≤ (α + γ )cn

≤ (α + γ )ζ 2n
·
1
ζ

since {an} is an increasing sequence, and a0 ≥ 1.
We have thus proved the following estimates.
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Lemma 3. We assume that a1b1 < 1. Then the sequence {cn} is a decreasing sequence and for all n ∈ N we have the following
estimates

cn+1 ≤ ζ 2n+1
·
1
ζ

,

dn ≤ (α + γ )ζ 2n
·
1
ζ

where 0 < ζ = a1b1 < 1.

Lemma 4. The sequence dn > 0 is a convergent sequence and its limit is 0.

Proof. Since an ≥ 1 is increasing, then 1/an ≤ 1 is a decreasing sequence and further 0 ≤ 1/an ≤ 1. Therefore, an is
convergent (it is monotonic in a compact set) to a limit L. Since dn =

1
a


1
an

−
1

an+1


, then dn is convergent to the limit

1
a (L − L) = 0. �

Remark 1. A similar approach would work for some of the lemmas in the paper [7], as well. Some of their results, like
Lemmas 4–7 can be simplified using a similar approach: for instance, in Lemma 7 of [7], it is claimed that

∑
∞

i=0 di < ∞, but

that is immediate, since
∑

∞

i=0 di = limn→∞

∑n−1
i=0 di = limn→∞

1
a


1 −

1
an


=

1
a (1 − L), where Lwould be the (finite) limit

of 1/an.

Now, we state the semilocal convergence of the method defined by (2.2).

Theorem 5. Let X, Y be Banach spaces and F be a twice Fréchet differentiable in an open convex domain Ω of a Banach space X
and BL(Y , X) be the set of bounded linear operators from Y into X. Let us assume that Γ0 = F ′(x0)−1

∈ BL(Y , X) exists at some
x0 ∈ Ω and the following conditions hold:

(1) ‖F ′(x) − F ′(y)‖ ≤ k1‖x − y‖, x, y ∈ Ω

(2) ‖F ′′(x)‖ ≤ M, x ∈ Ω ,
(3) ‖Γ0‖ ≤ β ,
(4) ‖Γ0F(x0)‖ ≤ η.

Let us denote a = k1βη. Suppose that x0 is chosen so as to satisfy a(α + γ ) < 1 and a1b1 < 1, where α and γ are given by (2.3).
Then, if B(x0, rη) ⊂ Ω , where r =

∑
∞

n=0 dn, then the sequence {xn} defined by (2.2) and starting at x0 converges to a solution
x∗ of the equation F(x) = 0. In this case, the solution x∗ and the iterates xn belong to B(x0, rη), and x∗ is the only solution of
F(x) = 0 in B(x0, 2/(k1β) − rη) ∩ Ω .

Furthermore, the error bound on x∗ depends on the sequence {dn} given by

‖xn+1 − x∗
‖ ≤

∞−
k=n+1

dkη ≤
(α + γ )η

ζ

∞−
k=n+1

ζ 2k , ζ = a1b1. (3.1)

Proof. It is easy to see that the sequence {xn} is convergent. Hence, there exists a limit x∗ such that limn→∞ xn = x∗. The
sequence {an} is bounded above since

an =
1

1 − a
n−1∑
i=0

di

≤
1

1 − a
∞∑
i=0

di
.

Since limn→∞ dn = 0, by (2.7), we have limn→∞ bn = 0. This indicates that limn→∞ Cn = 0. Thus, by (2.26) and by the
continuity of F , we proved that

‖F(x∗)‖ = 0.

Also,

‖xn+1 − x0‖ ≤ ‖xn+1 − xn‖ + ‖xn − xn−1‖ + · · · + ‖x1 − x0‖

≤

n−
k=0

dkη ≤ rη, (3.2)

where r =
∑

∞

n=0 dn. We conclude that xn lies in B(x0, rη) and taking limit as n → ∞ we have x∗
∈ B(x0, rη).
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To show the uniqueness of the solution, let y∗
∈ B(x0, 2/(k1β) − rη) be another solution of F(x) = 0. Then

0 = F(y∗) − F(x∗) =

∫ 1

0
F ′(x∗

+ t(y∗
− x∗))dt(y∗

− x∗). (3.3)

To show that y∗
= x∗, we have to show that the operator

 1
0 F ′(x∗

+ t(y∗
− x∗))dt is invertible. Now, for

‖Γ0‖

∫ 1

0
‖F ′(x∗

+ t(y∗
− x∗)) − F ′(x0)‖dt ≤ k1β

∫ 1

0
‖x∗

+ t(y∗
− x∗) − x0‖dt

≤ k1β
∫ 1

0
((1 − t)‖x∗

− x0‖ + t‖y∗
− x0‖)dt

≤
k1β
2


rη +

2
k1β

− rη


= 1, (3.4)

it follows from Banach’s Theorem [1] that the operator
 1
0 F ′(x∗

+ t(y∗
− x∗))dt has an inverse. Therefore, y∗

= x∗.
For everym ≥ n + 1, we have

‖xm − xn+1‖ ≤ ‖xm − xm−1‖ + ‖xm−1 − xm−2‖ + · · · + ‖xn+2 − xn+1‖

≤

m−1−
k=n+1

dkη ≤ rη. (3.5)

By takingm → ∞, we get

‖xn+1 − x∗
‖ ≤

∞−
k=n+1

dkη < rη, (3.6)

and from Lemma 3

‖xn+1 − x∗
‖ ≤

∞−
k=n+1

dkη ≤
(α + γ )η

ζ

∞−
k=n+1

ζ 2k , 0 < ζ < 1, (3.7)

which shows that {xn} converges and proves (3.1). This completes the proof. �

4. Examples

In this section, we give some examples to illustrate the previous convergence result.

Example 4.1 ([7]). Let X = C[0, 1] be the space of continuous functions on [0, 1] and consider the integral equation
F(x) = 0, where

F(x)(s) = −1 + x(s) + λx(s)
∫ 1

0

s
s + t

x(t)dt, (4.1)

where s ∈ [0, 1], x ∈ C[0, 1] and 0 < λ ≤ 2. The norm is taken as sup-norm. We easily find

F ′(x)u(s) = u(s) + λu(s)
∫ 1

0

s
s + t

x(t)dt + λx(s)
∫ 1

0

s
s + t

u(t)dt, u ∈ Ω, (4.2)

and

F ′′(x)(uv)(s) = λu(s)
∫ 1

0

s
s + t

v(t)dt + λv(s)
∫ 1

0

s
s + t

u(t)dt, u, v ∈ Ω. (4.3)

Since

‖[F ′(x) − F ′(y)](u)‖ ≤ 2λ ln 2‖u‖ ‖x − y‖, (4.4)

we get k1 = 2λ ln 2.
Since

‖F ′′(x)‖ ≤ 2λ max
0≤s≤1

∫ 1

0

s
s + t

dt
 = 2λ ln 2, (4.5)

we getM = 2λ ln 2.
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We also have from [7] that β =
1

1−2λ ln 2‖x0‖
and η =

‖x0−1‖+λ ln 2‖x0‖2

1−2λ ln 2‖x0‖
.

In our case, we have a = k1βη =
2λ ln 2(‖x0−1‖+λ ln 2‖x0‖2)

(1−2λ ln 2‖x0‖)2
.

If x0 is chosen so that a(α + γ ) < 1, where α =
|θ2+θ−1|+|1−θ |

θ2
, γ =

λ ln 2(‖x0−1‖+λ ln 2‖x0‖2)
(1−2λ ln 2‖x0‖)2

, the sequence {xn} defined by
(2.2) and starting at such an x0, converges to a solution x∗ of the equation F(x) = 0.

Example 4.2. Consider the solution of the nonlinear equation F(x) = x3 + x − 10 on [1,3]. We let θ = −2. Now the
initial condition is x0 = 1.7, and it is easy to show that F ′(x0) = 3x20 + 1 = 9.67, α = 1, β = ‖F ′(x0)−1

‖ =

0.1034126163, η = ‖F ′(x0)−1F(x0)‖ = |(0.1034126163)(−3.387)| = 0.3502585314 and ‖F ′′(x)‖ = ‖6x‖ ≤ 18 = M .
Now F ′(x) − F ′(y) = 3(x − y)(x + y) and therefore k1 = 18. Therefore a = k1βη = 0.6519807199 and γ =

M
2 βη =

9(0.1034126163)(0.3502585314) = 0.3259903600. Then the condition holds: a(α + γ ) = 0.8645201495 < 1. As a result,
the solution of this nonlinear equation can be studied by Theorem 5.

Remark 2. One can take a larger interval, i.e. [1, A] for A > 3 and still satisfy the condition. Suppose, we let x0 = A > 3,
then F ′(A) = 3A2

+ 1, α = 1, β = ‖F ′(x0)−1
‖ =

1
3A2+1

, η = ‖F ′(x0)−1F(x0)‖ =
A3+A−10
3A2+1

and ‖F ′′(x)‖ = ‖6x‖ ≤ 6A = M .

Now F ′(x)− F ′(y) = 3(x− y)(x+ y) and therefore k1 = 6A. Therefore a = k1βη = 6A A3+A−10
(3A2+1)2

and γ =
M
2 βη = 3A A3+A−10

(3A2+1)2
.

Then the condition holds: a(α + γ ) = 6A A3+A−10
(3A2+1)2


1 + 3A A3+A−10

(3A2+1)2


→

8
9 < 1 as A → ∞.

Clearly the number of iterations (say, n) required for convergence depends on how close A is to x∗
= 2. Experimenting

with various values of x0 yields the following results:

x0 = 1.7 n = 3
x0 = 3.0 n = 3
x0 = 5.0 n = 4
x0 = 10.0 n = 4.

Example 4.3. Let us consider the system of three nonlinear equations F(x, y, z) = 0 where F : Ω → R3 where Ω =

[a1, b1] × [a2, b2] × [a3, b3] is a domain of F containing a solution of this system, and

F(x, y, z) = (x2 + y2 + z2 − 4, x2 + y2 + z2 − 2x − 2y − 2, x2 + y2 + z2 − 4y − 2z − 4). (4.6)

Then we have

F ′(x, y, z) =

 2x 2y 2z
2x − 2 2y − 2 2z
2x 2y − 4 2z − 2


, (4.7)

and

F ′(x, y, z)−1
=

1
2(−y + 2z + x)


−y + z + 1 y − 2z z
z − 1 + x −x −z

−x − y + 2 2x −x + y


. (4.8)

We use the Frobenius norm inR3: ‖X‖ = (x2 +y2 +z2)1/2 for X = (x, y, z) ∈ R3. The corresponding norm on A ∈ R3
×R3

is ‖A‖ =

∑3
i=1
∑3

j=1 |aij|2
1/2

.

The second derivative is a bilinear operator on R3 given by

F ′′(x, y, z) =



f1xx f1xy f1xz
f1yx f1yy f1yz
f1zx f1zy f1zz

− − − − − − − − − − − − − − −

f2xx f2xy f2xz
f2yx f2yy f2yz
f2zx f2zy f2zz

− − − − − − − − − − − − − − −

f3xx f3xy f3xz
f3yx f3yy f3yz
f3zx f3zy f3zz


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=



2 0 0
0 2 0
0 0 2

− − − − − − − − − − − − − − −

2 0 0
0 2 0
0 0 2

− − − − − − − − − − − − − − −

2 0 0
0 2 0
0 0 2


.

For a bilinear operator B : R3
× R3

→ R3, given two vectors X, Y ∈ R3, we have

B(X, Y ) := (x1, x2, x3)


B1
−

B2
−

B3



y1
−

y2
−

y3



=

b111 x1 + b121 x2 + b131 x3 b211 x1 + b221 x2 + b231 x3 b311 x1 + b321 x2 + b331 x3
b112 x1 + b122 x2 + b132 x3 b212 x1 + b222 x2 + b232 x3 b312 x1 + b322 x2 + b332 x3
b113 x1 + b123 x2 + b133 x3 b213 x1 + b223 x2 + b233 x3 b313 x1 + b323 x2 + b333 x3



y1
−

y2
−

y3

 , (4.9)

where

B =


B1
−

B2
−

B3

 =



b111 b121 b131
b211 b221 b231
b311 b321 b331

− − − − − − − − − − − − − − −

b112 b122 b132
b212 b222 b232
b312 b322 b332

− − − − − − − − − − − − − − −

b113 b123 b133
b213 b223 b233
b313 b323 b333



. (4.10)

We consider the norm of a bilinear operator B on R3 by

‖B‖ = sup
‖u‖=1

 3−
i=1

3−
j=1


3−

k=1

bjki uk

2

, (4.11)

where u = (u1, u2, u3).
In our case, for any triple (x, y, z),

M = ‖F ′′(x, y, z)‖ = 2
√
3 sup

‖u‖=1
{|u1|

2
+ |u2|

2
+ |u3|

2
}
1/2

= 2
√
3. (4.12)

Now, since

F ′(x, y, z) − F ′(u, v, w) = 2

x − u y − v z − w
x − u y − v z − w
x − u y − v z − w


, (4.13)

we have

‖F ′(x, y, z) − F ′(u, v, w)‖ = 2
√
3

(x − u)2 + (y − v)2 + (z − w)2

1/2
= 2

√
3‖(x, y, z) − (u, v, w)‖,

and therefore k1 = 2
√
3.
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We let θ = −2, and so, α = 1. If we choose x0 = −0.2, y0 = 1.2, z0 = −2.1, then β = ‖F ′(x0, y0, z0)−1
‖ =

0.675981901098132166, η = ‖F ′(x0, y0, z0)−1F(x0, y0, z0)‖ = 0.28125. Therefore a = k1βη = 0.6585946863 and
γ =

M
2 βη = 0.3292973430. Then the left side of the condition holds a(α + γ ) = 0.8754681666 < 1. As a result, the

convergence of this system of equations can be studied by Theorem 5.
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