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Abstract

The current strategy for achieving resilient infrastructures is mak-
ing progress too slowly to keep up with the pace of change as evi-
denced by a continuing stream of “shock” events. How do we better 
anticipate changing threats and recognize emerging new vulnera-
bilities in an increasingly interconnected world? We are facing a 
Strategic Agility Gap that requires us to revise our current perspec-
tive and processes if we are to make meaningful progress.  

Introduction: The Critical Infrastructure Challenge 

For over a decade, societies across the globe have realized the need to make critical 
infrastructure systems more resilient in the face of threats from natural disasters, 
risks from technological change, and adversarial actions (e.g., Flynn 2007). In the 
opening pages of this journal, Krieg (2020, p. 1) restated the challenge of resilient 
infrastructure: Critical infrastructures “are highly complex, interconnected and 
sometimes unplanned—and they are evolving at exponential rates. Impairment in 
one sector can cascade into multiple sector shutdowns leading to serious societal 
consequences. Each sector encompasses an array of physical assets, organizations 
and people as well as important cyberspace components. These factors can present 
unforeseen built-in vulnerabilities, and accidents are likely to be experienced as 
systems become more complex, opaque and interactive.”

In response to this challenge, there has been major investment over more 
than a decade on the part of universities, national laboratories, and funding agen-
cies in modeling and simulation as a means 
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•	 to describe and predict system behavior within lifeline infrastructures so as to 
find vulnerabilities (holes);

•	 for identifying dependencies across infrastructure sectors to project lines of 
propagation of events to minimize loss of valued services when infrastructures 
are threatened; and

•	 to fill holes and/or block propagation to contain consequences.

The basic strategy is invest to build up modeling tools that represent specif-
ic infrastructures in specific jurisdictions to capture the interconnections across 
these lifeline infrastructures. The investment in modeling tools tailored for lifeline 
infrastructures is intended to provide a base—a modeling “infrastructure” so to 
speak—that can be used to address new cases or re-examine changes to previ-
ous cases. Using the base of modeling capabilities to analyze infrastructures will 
support identification, assessment, and prioritization of vulnerabilities and asso-
ciated consequences so stakeholders can the select most important ones for mit-
igation given limited resources. Continued investment will expand the capability 
for modeling and, over time, will lead to sufficiently detailed and thorough models 
of critical lifeline infrastructures and interconnections to support timely, practical 
decision making. These decisions can be assessed in terms of improved robustness 
relative to the vulnerabilities identified in the modeling and simulation runs. The 
modeling and simulation over different types of failure and attack will show which 
interventions produce measurable gains in either how well systems can withstand 
threats or how quickly systems will recover normal services.

However, the current strategy has scientific, technical, and practical limits 
that are revealed when we look at the continuing stream of disruptive events given 
the growth of complexities (Carlson and Doyle, 2000; Alderson and Doyle, 2010). 
These limits make the current strategy less responsive than events demand, leav-
ing organizations stranded in the Strategic Agility Gap (Woods, 2020; Figure 1). 
For example, the current strategy rests on the assumption that modeling can un-
cover holes and map interdependencies rather completely—whereas work on the 
fundamentals that give rise to complexity penalties has revealed that, inevitably, 
past models will miss important aspects as processes of change, improvement, and 
adaptation continue. One of the new findings is that resilience depends on timely 
model updating and revision (Woods, 2018). 

Falling Behind: The Strategic Agility Gap

Since the critical infrastructure challenge was recognized, the world has not stood 
still—growth occurred as new technology and opportunities arose, complexities 
grew, and new threats emerged as other parties hijacked valued capabilities for 
their own purposes. The pace of change continues to accelerate leading to expand-
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ed scales of operation, dramatic new capabilities, extensive and hidden interde-
pendencies, intensified pressures, new vulnerabilities, and puzzling failures with 
far reaching consequences. Society and organizations face the challenge of how 
to adapt to the increasing pace of change, scale, capability, risk, and threats, all in 
more complex, interconnected worlds. 

Experience across industries, regions, and societies indicates organizations 
are slow and stale to adapt to new threats, as well as to seize new opportunities to 
build resilience. The result is a Strategic Agility Gap evidenced by the regular oc-
currence of surprising failures at organizational, regional, national scales—break-
downs that trigger or threaten widespread service outages with large financial and 
human costs (Woods, 2020).  The Strategic Agility Gap is the difference between 
the rate at which an organization can adapt to change and the rise of new unex-
pected challenges at a larger industry or society scale. It is a mismatch in velocities 
of change and velocities of adaptation (Figure 1). Can organizations learn how to 
offset changing risks before failures occur as growth continues? Can organizations 
build capabilities to be poised to adapt to keep pace with and stay ahead of the 
trajectory of growing complexity and the penalties that arise as a result?

Figure 1. The Strategic Agility Gap. Reproduced from Woods (2020)

Resilience is a verb in the future tense

Starting as early as 2000, the idea emerged that complex systems, as distributed, 
layered networks with extensive tangles of interdependencies, are fundamentally 
brittle. But adaptive systems possess capabilities for resilience, as a basic adaptive 
capacity, to offset the complexity penalties that arise as growth and change go on 
(Hollnagel et al., 2006; Alderson and Doyle, 2010; Woods, 2019).  



Journal of Critical Infrastructure Policy

8

The basic signature of complexity penalties is the surprising sudden col-
lapse of function against backdrop of continuous improvement and injection of 
new capabilities. Carlson and Doyle captured the basic finding as (2000, p. 2529): 
systems/layered networks “which are robust to perturbations they were designed to 
handle, yet fragile to unexpected perturbations and design flaws.” The core result is 
that the pursuit of new capabilities under pressure to achieve new levels of produc-
tivity, efficiencies, and financial returns inevitably increases the risk of brittle col-
lapse.  Worse yet, each case of brittle collapse tends to be cryptic, in the sense that 
ambiguities about the multiple contributors that produced the breakdown make 
learning difficult, given the system has a record of past success and improvement. 
The difficulties are magnified because learning requires revision of past models 
based on a new understanding of the emergent properties that cut across critical 
infrastructures and all of the interacting systems, roles, and organizations.  

Fortunately, the initial work on resilience also began to derive lessons from 
biological, human, and human-technology systems that have adapted to flourish 
in the face of the risk of brittle collapse. The lessons emphasized how these suc-
cessful systems were poised to adapt to keep pace with change. The new work shifts 
the focus from why a failure occurred. Instead, adaptive capacity was revealed 
by looking at the challenges that occurred (much more often than stakeholders 
realized), but were managed by resilient performances (e.g., how does emergency 
medicine adapt to handle beyond-surge-capacity events successfully despite the 
threat of overload and bottlenecks).

The critical definition turned out to be “what is adaptive capacity?”: 

Definition: Adaptive capacity is a system’s readiness or potential to 
change how a system currently works—its models, plans, process-
es, behaviors, relationships—to continue to fit changing situations, 
anomalies, and surprises.

All adaptive systems, at all scales, possess the capacity to stretch or extend 
performance when events challenge their normal competence for handling situa-
tions. Without this capability for extensibility, brittle collapse would occur much 
more often than it is observed (Woods, 2018; Sharkey et al., 2020). 

Three of the critical capabilities that support adaptive capacity as extensi-
bility are: 

•	 the ability to revise previous models and methods to recognize emerging 
new vulnerabilities as interconnections change;

•	 the ability to synchronize activities over multiple roles and layers of a net-
work to scale responses to the scope of challenges; and

•	 the ability to anticipate challenges ahead to recognize of emerging new 
challenges, vulnerabilities and threats before capabilities are overloaded 
or oversubscribed.
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 Note these capabilities are verbs—actions that contribute to resilient per-
formances—and not nouns or states. Even more surprising, adaptive capacity is 
future oriented. Adaptive capacity consists of readiness to respond and readiness 
to revise in advance of events that challenge the system’s design. These properties 
are quite evident in studies of resilient performance in emergency medicine when 
challenged by beyond-surge-capacity events (Chuang et al., 2021).

Hence, the phrase “resilience is a verb in the future tense” provides a com-
pact distillation of the findings. Thinking about the critical infrastructure chal-
lenge in terms of these new science results leads to new modeling approaches 
that complement the current strategy (e.g., Sharkey et al., 2020). Thinking of the 
capacity for resilient performance in this way represents a shift in how we can 
meet the goal of resilient critical infrastructures in a complex, changing, limited 
resource world.

Surprising failures and service outages continue  
to be regular occurrences 

The continuing stream of shock events should remind stakeholders that they do 
not possess the adaptive capacity to match the trajectory of change and challenge 
as shown in Figure 1. As a result, the goal of resilient infrastructure remains an 
aspiration for the future.

New advances on the fundamental science of adaptation and complexity 
in distributed, tangled layered networks in the last few years have revealed basic 
patterns, findings, and laws that transcend particular triggering events, lines of 
interdependencies, and physical parts of infrastructure systems that are involved 
in any particular failure.  

These general patterns are evident in multiple shock events that occurred 
in 2021. The shock events reveal general constraints that apply to future events as 
well. We refer to these events as shocks not because of the consequence, but rather 
because the events reveal gaps and holes in our models of how these systems work, 
the threats they face and the necessary countermeasures.  

In challenge events

a.	 there is an expanding, but previously hidden, tangle of interdependencies 
that cross infrastructures and impact valued services; 

b.	 the triggering event produces effects at a distance as impacts spread over 
the tangled lines of dependencies;

c.	 the effects increase tempos of activity over a wide set of roles across diverse 
organizations, challenging all to up their pace of activity and coordinate 
these activities in synchrony with other roles and levels; 
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d.	 the scale of effects expands across more organizational and jurisdictional 
boundaries with regional, societal wide, and even global reverberations;

e.	 the growing disruptions that flow from the triggering event put greater 
pressures on each stakeholder and increase the challenges each faces for 
their own scope of responsibility and for how their activity within their 
scope supports or hinders other related stakeholder activities; and  

f.	 forces for fragmentation come to the fore and undermine the ability to syn-
chronize actions over layers and roles to scale responses to match spread-
ing disruptions and challenges.

These and many other kinds of emergent system patterns arise regardless 
of the whether the trigger/driver of the shock comes from extreme weather events 
(and longer-term climate volatility), the fragilities that accompany growth of capa-
bilities, or new paths for adversarial conflict. 

For example, extreme weather triggered the Texas energy crisis in February 
2021 with at a minimum 151 deaths (with some estimates running several hun-
dred higher) and at least $200 billion in financial loses. A previous widespread 
cold snap in 2010 foreshadowed the 2021 crisis, but lessons from the precursor 
energy system breakdown were weak and led to little or ineffectual remedies (large 
scale and duration cold snaps did not produce system wide energy system failures 
prior to 2010). Changes to economic incentive structures in pursuit of efficien-
cies based on models of deregulation and decentralized markets made the energy 
system remarkably brittle as spreading disruptions undermined the ability of oth-
er resources to come to bear to mitigate the consequences. The economic losses 
spread beyond Texas to affect ratepayers in distant states. Changes in the energy 
mix since the last extreme cold weather event had strong implications for how the 
system would respond to the next event, but modeling did not provide timely re-
assessments to recognize the potential for new risks and associated costs. 

The framework of modeling did not include the general phenomenon of 
brittle collapse and any notions of resilience were primitive, disconnected from 
the growing base of general findings about complexity and adaptation. Instead, 
the distributed, layered network of human and organizational roles struggled to 
react to the spreading disruptions in local and fragmented ways compounding the 
consequences. As after the previous cold snap induced energy crisis in 2010, stake-
holders continue to struggle to learn and implement systemic changes to build 
robustness and resilience.

Digital infrastructure—that underpins many valued services including all 
other lifeline infrastructures—represent another important example. Consider 
just three of the outages of valued digital services that occurred in 2021: the Fastly 
outage on June 8, 2021; a Facebook outage on October 4, 2021; and the AWS (Am-
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azon) cloud services outage on December 7, 2021. These events demonstrate how 
the growth of capabilities produces hidden interdependencies, expands the scale 
of disruptions, and increases the difficulties of diagnosis and mitigation. In the 
AWS outage, computer engineers were hampered by a common problem, namely 
the tools used to diagnosis problems in the software infrastructure also are soft-
ware-based and were degraded by the very outage the engineers needed to diag-
nose via these tools (Woods and Allspaw, 2019). The engineers in this case, and in 
ones that exhibit the same general pattern, had to develop ways to adapt around 
the bottleneck while disruptions spread and potential for consequences grew.  

These digital infrastructure outages reveal important lessons. In all three 
of these outages, interdependencies occurred over multiple levels of software ser-
vices across multiple organizational boundaries. Currently, these interactions are 
very difficult to recognize until loss of service is threatened. For example, Fastly 
is one major supplier of a specialized software service (CDN or Content Deliv-
ery Network) that operates invisibly in the background to improve responsive-
ness and load management. This service is valuable to nearly all internet-facing 
companies. One surprise was how a small unremarkable change by one of their 
customers revealed a dependency that disrupted their geographically distributed 
fleet of servers. Rebooting the fleet to restore the functionality meant customers’ 
servers would try to repopulate their data all at the same time to regain the valued 
functionality. 

In software engineering this is a “cache stampede” problem which degraded 
widespread services across multiple organizations. The problem in this case/infra-
structure is an instance of a more general pattern in complex systems where com-
mon resources become oversubscribed when multiple parties begin to respond to 
disruptions in ways that overload some resources. Note another general pattern 
in this event: the story of the outage involved a surprisingly large number of orga-
nizations (a) in the genesis of the disruption, (b) those engaged in responding to 
spreading disruptions, and (c) those who had to cope with widespread secondary 
service disruptions. Also, note that two of these events began with leading service 
providers who operate with significant technical, financial, and expert human re-
sources. These events are reminders—no organization is immune from complexity 
penalties.  

One reaction to these incidents is: “but these are not the kind of ‘critical’ 
services we refer to when addressing ‘critical infrastructures.’” However, the pat-
terns are the same, such as “effects at a distance” which make diagnosis more dif-
ficult. In addition, losing valued services is critical to those who depend on them. 
For example, the Facebook outage affected WhatsApp, but in some parts of the 
world many critical human and business activities have adapted to take advantage 
of WhatsApp capabilities and to work around various local constraints. As a result, 
an outage that undermines this service disrupts a wide range of societal activities 
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in these regions for a time. This pattern is observed often: new capabilities start as 
non-essential improvements, but as they provide value, the capabilities migrate to 
undergird primary activities until they become essential to those activities. Inevi-
tably, as new capabilities provide services valuable to human roles, people adapt to 
take advantage of that value so that outages become crises or even safety threats.

In addition, all of the patterns evident in the three software outages above 
appear in recent adversarial threats such as Colonial Pipeline (May 7, 2021), 
emergence of new tactics in ransomware, Solar Winds (2020), and the Log4j Shell 
server vulnerability (late 2021). There are interesting overlaps of the Log4j Shell 
server vulnerability story with non-adversarial software incidents (Allspaw and 
Cook, 2018).  

The trajectory of ransomware threats over time illustrates how our capabil-
ities also need to adapt over time to match the pace of change. The emergence of 
cryptocurrencies triggered significant growth of ransomware threats which have 
continued to evolve tactics, frequency, and scale of impact. The continuing story 
of ransomware is but one illustration of the need to recognize and redress the stra-
tegic agility gap.

Finally, a combination of the three classes of triggering events is eminently 
possible. Adversarial intrusions can hijack or disable services needed when ex-
treme weather events increase criticality and degrade services themselves. Again, 
the patterns are generic and not simply about the details of any particular trigger 
event, targeting any particular set of infrastructure systems.  

The point of reviewing a sample of visible recent outages isn’t about the out-
ages that resulted. From a resilience perspective, the information needed to build 
and sustain adaptive capacity does not lie in why a particular outage happened, but 
rather, in how other challenges have been occurring yet are dealt with successfully 
before visible outages resulted (Woods and Allspaw, 2019). Ironically, resilience as 
a verb in the future tense is most visible in the incidents that do not progress to 
tangible failures with losses for stakeholders (Hollnagel et al., 2006).

Are We Doomed to be Stuck in the Gap? 

The recurrence of increasingly disruptive events in these systems, despite recent 
investments to avoid or mitigate them, provides evidence of technical and practi-
cal limits to the current strategy for building resilient infrastructure.  

The most obvious problem is one of scale. The current strategy of building 
and deploying tools to model specific systems in specific jurisdictions is never 
going to address the entire problem.  There are too many systems and too many 
interdependencies that continue to evolve. We are never going to have a complete 
view of critical infrastructure such that we can close all the holes; such a vantage 
point does not exist. Moreover, the current piecemeal approach prevents sharing 
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details and/or insights about our infrastructure systems (often for valid security 
reasons) that are slowing our collective learning (Alderson, 2019).

Modeling individual critical infrastructures remains necessary and import-
ant because it forces a closer look at how systems actually work, which is often mis-
understood. Operational models of specific infrastructures are incredibly helpful 
as decision support tools (Alderson et al. 2015).  Many modern critical infrastruc-
ture systems, such as the electric grid, are so complicated that it is near impossible 
to operate them without the support of modeling and simulation tools. But it is 
important to recognize “the model” of any particular infrastructure system is nev-
er complete because the system is not static. Rather, the system continues to evolve 
as new opportunities are explored and new vulnerabilities exploited.

Confident that the complex world will continue to throw novel challenges at 
us, we need to expand our current perspective and processes if we are really going 
to build resilient infrastructure.

Pivoting to Increase Strategic Agility

New fundamental findings provide opportunities to pivot from the current ap-
proach, enhance our tempo of progress, and reduce the strategic agility gap. These 
new insights have revealed general patterns and laws about complexity and adap-
tation (e.g., Chiang et al., 2007; Woods, 2018; Nakahira et al., 2021). These lawful 
patterns play out in particular settings as new capabilities are deployed, as pro-
cesses of adaptation transform these improvements in unexpected ways, and as 
competitors/adversaries hijack new capabilities to pursue their own ends. In this 
paper we have illustrated just a small portion of these patterns using recent infra-
structure outages arising from external events (extreme weather), fragilities that 
accompany growth (complexity penalties) and adversarial intrusions to degrade 
valued services.

One of the fundamentals about adaptive capacity is the ability to revise—
building our models and tools in ways that make updating, revising, reframing 
and reconceptualizing straightforward.  This requires an ability to recognize the 
significance of early, often “weak” signals that change is afoot in ways that might 
matter. Rather than discount such signals, resilient performance depends on see-
ing discrepancies as unexpected anomalies that trigger re-examination of previous 
beliefs. For example, the most common statement in after-action reviews of inci-
dents that threaten loss of service in critical digital infrastructure is “I didn’t know 
it worked that way” (e.g., Woods, 2017).

When organizations adopt processes to discover hidden interdependen-
cies—rather than assume all are well-mapped and well-guarded—learning, up-
dating, and revising models of how a system works is facilitated. The organization 
introduces probes, generally in non-risky periods or situations, in order to chal-
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lenge and update its understanding of the challenges it faces and the processes it 
uses to handle challenges. This approach has become widespread in critical digital 
services as part of continuous development and deployment processes (Rosenthal 
and Jones, 2020). 

In one common technique (which software reliability engineers call chaos 
engineering), system operators conduct frequent experiments by injecting small 
disruptions into their system as a means to uncover/discover how it actually re-
sponds to various disruptions. As complexity increases, this technique quicky 
shows how the system is more vulnerable than previously understood. The in-
sights guide interventions that increase system robustness to the specific previ-
ously ‘hidden’ vulnerabilities. The probes also provide insights about what factors 
contribute to resilient performances in many different kinds of anomalous situ-
ations could occur that were not part of the test event (Allspaw and Cook, 2018; 
Woods and Allspaw, 2019). Techniques like this enhance the ability of the entire 
cyber-physical-human system to adapt to novel challenges—a boost in adaptive 
capacity and resilient performance.

Underlying these efforts is a recognition that the abstract capabilities of the 
organization are more important than the physical assets (Finkel, 2011). In addi-
tion, emergency response plans, no matter the efforts at pre-planning, cannot be 
sufficiently robust in themselves when events call them into action (this has turned 
out to be a fundamental constraint; e.g., Alderson and Doyle, 2010; Woods, 2018; 
Rosenthal & Jones, 2020). Thus, it is important to study the way organizations 
can mobilize and generate additional adaptive capacity when non-routine events 
threaten to overload (saturate) initially deployable responses as breakdowns spiral 
into accidents or disasters (Mendonça at al., 2007; Chuang et al., 2021). Recent 
studies investigating the resilience of organizations in response to 2011 Super-
storm Sandy (Zhang and Mendonça, 2021) and the 2015 refugee influx to Sweden 
(Degerman, 2021) are promising steps in the right direction. Moreover, there is 
a need to continue investment in training and exercises for developing adaptive 
capacity at upper echelons of organizations and how these layers synchronize with 
other organizational layers (e.g., Bergström et al., 2011; Alderson et al., 2022).

Conclusion

In this paper we pose a simple question: despite investments and progress in the de-
velopment of critical infrastructure systems, are societies, especially our own, falling 
behind the pace of events and changing threats? The current strategy to develop re-
silient infrastructure, while a necessary part of the portfolio for progress, has been 
running into scientific, technical, and practical limits leaving progress stalled in the 
strategic agility gap. Increasing the tempo of progress requires a strategic course 
adjustment synchronizing efforts across stakeholders, disciplines, and agencies in 
new ways. Ironically, the guide for a shift in course—as researchers, managers, op-
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erators, funders—is to apply the results on adaptive capacity and resilient perfor-
mance to ourselves to keep pace with changes, growth, interdependencies.  

The advances in the underlying science create a timely opportunity now. 
The next step is for all the stakeholders to come together to pivot from how they 
cooperate today. This is an invitation to the operational, research, and manage-
ment communities to chart an expanded course of action and take advantage of 
the new advances to build strategic agility.
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