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Abstract

We propose a novel algorithm for the estimation of remaining lifetime of
a generic device based on an intuitive and widely-applicable model of failure
due to accumulation of effective wear. The simultaneous quantification of
an abstract, multivariate wear function is achieved by a new learning algo-
rithm which we term “cumulative effect regression”. We develop the theory
of the algorithm and compare its performance to traditional anomaly and pat-
tern detection tools. Experimental results from X-ray tubes strongly validate
the algorithm and demonstrate the utility of Operating Charactersitics (OC)
curves as a powerful evaluation tool.

1 Introduction

When a machine or other device fails unexpectedly, the costs can be tremendous.
The very worst case would be a device such as the gear box of a helicopter, where
failure could easily cause the death of everyone aboard. In an industrial context,
loss of life is more rare, but unexpected device failure can result in tremendous
financial costs. These costs do not only include the obvious ones: the labor and
material cost to repair or replace the device. Depending upon the use of the device,
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the costs can extend to collateral damage to product or devices, lost business be-
cause the device is unavailable, loss of the use of other devices whose use depend
in some way on the broken one, as well as lateness penalties and future business
lost because of customer dissatisfaction.

The traditional method of avoiding these costs is preventive maintenance, i.e.
regular servicing or replacement. For some devices, however, elapsed calendar
time, or even cumulative time of use, is a poor predictor of device failure. In such
cases, it can be inordinately expensive to reduce the frequency of unexpected fail-
ures to an acceptable level. The costs include the labor to perform an unnecessary
part replacement, the remaining life on the replaced part, and other costs from loss
of availability while servicing is performed. For these reasons, it is very desirable
to move from preventive maintenance to condition-based, or “predictive”, mainte-
nance, i.e. servicing or replacement only when called for by the actual condition
of the device in question. Because condition-based maintenance is so obviously
attractive to industry, providing measurement, data storage, and analysis tools for
condition-based maintenance has become a small industry in its own right.

A key functionality to enable condition-based maintenance is the ability to pre-
dict when a device will fail given knowledge of its past use. Previous approaches
to this problem have either been limited to a specific domain (the most general
of which is perhaps the vibration analysis of rotating machines) or have provided
information short of time-to-failure prediction, most commonly generating alarms
when anomalous conditions are encountered.

In this paper, we propose an algorithm for failure prediction that achieves two
goals concurrently. It estimates the remaining lifetime of a device, and, in parallel
and at no extra computational cost, yields a quantitative estimate of the effective
wear as a function of measurables. In the following section we take a closer look
at the strenghts and shortcomings of a family of autoassociative anomaly detection
(AAD) algorithms. We present two case studies that highlight a successful early
warning as well as the failure of the AAD tool to predict failure. It is for the
latter cases that our proposed wear estimator proves to be a valuable and effective
alternative and/or augmentation. It is based on a simple, widely applicable, and
intuitively appealing model of failure as a result of accumulated wear, as presented
in section 3. We then apply a new learning algorithm, cumulative effect regression,
to the task of wear estimation in section 4. Operating Characteristics (OC) curves
are utilized in section 5 to assess the performance of the proposed algorithm on
a fleet of X-ray tubes. Surface plots of the estimated wear function are presented
in section 6, which is followed by a brief treatment of various possible further
extensions of the technique (section 7), and discussion of related work (section 8).
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2 Anomaly Detection: Success and Failure

A large fraction of the algorithms that support predictive scheduling of mainte-
nance essentially are anomaly detection algorithms. A model is built of the normal
range of the measurable signals. When the system departs from the normal range,
an alarm is sounded. Various statistical technologies have been used to model the
normal signals such as neural networks [1] [2], principal components analysis [3],
or multivariate state estimation [4, 5, 6].

Anomaly detection techniques are very useful for device monitoring, and in
fact are the only possibility in applications where identical devices similarly used
nonetheless produce very different measurements. However, an intrinsic difficulty
with these techniques is that anomalous measurements do not only occur when a
device is near failure, but may also be due to changes in how the device is being
used. In addition, the variables available for measurement may not contain any
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Figure 1: Actual (black) and estimated (red) current are shown in the upper fig-
ure. The smoothed residuals are displayed in the lower panel. The onset of drift
in residuals could be detected up to 2000 scans before the tube’s failure at scan
number 5000.

information at all about the deteriorating state of the device. Even if they did, the
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warning window might not be sufficient to be of any practical value whatsoever.
This section merely serves to give anecdotal evidence for the varying success

of AAD algorithms; we do not attempt a thorough statistical or methodological
classification of devices and circumstances in which AAD tools will either work
or fail. The particular device we applied one particular AAD algorithm technique
to are modern rotating-anode X-ray tubes used in a clinical setting. These devices
are highly complex, having moving parts including bearings and high voltages
applied at various points inside the device. A total of �� proprietary variables
are continuously measured and fed into the AAD tool. After an initial training
period, the AAD algorithm returns the corresponding �� estimated variables. The
magnitude of the differences, the residuals, is a measure for the deviation from a
normal, healthy state. Figure 1 displays one particular variable inside one of the
X-ray tubes monitored along with its estimated value and the residual. The slowly
developing drift indicating the onset of a malfunction is clearly discernible both
in the original variable as well as in the residuals. A moderately smart diagnostic
tool would have given a (correct) warning far in advance of the actual failure. This
highly successful example provides credible evidence for the power and utility of
the AAD appproach. Figure 2 displays the time series of a different variable -
the number of high voltage arcs per scan - of a different X-ray tube.In this case,
the residuals do not suggest any anomalous behavior until very shortly before the
actual failure. The warning window of of a few scans is too short to be of any
practical value. We consider this example as a case of missed detection.

3 Wear Model

Our technique is based upon the following model of failure. We define a “device”
as any object that can be considered to fail, be it homogeneous and monolithic,
such as a lining on a single component, or composed of many diverse parts, such
as a motor. Each such device may be considered to have a state that describes its
condition, from new and perfect to failed and broken. For complex devices, accu-
rate modeling of the state for the purpose of predicting failure requires estimating
many quantities. Our model, by contrast, models the state of a device by only a
single quantity, called “wear”. (It is possible to extend our model to include one
quantity per failure mode. See section 7.) As compared to more detailed models of
a device that may be comprised of quantities that have a direct physical interpreta-
tion which is in principle directly measurable, the wear is a theoretical quantity, and
may or may not correspond to a measurable quantity. A device in perfect condition
is considered to have a wear of zero. The wear then generally increases over time
as a device is used (although maintenance or certain modes of use may decrease

4



scans
0 2000 4000 6000 8000 10000

0
20

60
N

o.
 o

f A
rc

s

scans
0 2000 4000 6000 8000 10000

-1
1

2
3

4
R

es
id

ua
l

Figure 2: Actual (black) and estimated (red) current are shown in the upper figure.
The smoothed residuals are displayed in the lower panel. No onset of drift in resid-
uals could be detected until a few scans before the tube’s failure at scan number
10000.

it). A wear of 1.0 corresponds to a device which has failed, i.e. has worn out.
In order to apply our technique, it is necessary to have access to one or more

quantities that contain information about changes to the state of wear of the de-
vice. These quantities may include ones that are commonly used for maintenance
scheduling purposes, such as calendar time since installation or minutes of use.
They may also include control information sent to the device, parameters describ-
ing material being processed by the device, and of course, measurements relevant
to the status or performance of the device, such as temperature, etc. To simplify our
presentation, we assume that these quantities are available once per use for devices
which perform discrete operations (e.g. punch presses) or are regularly sampled
in the case of devices for which no such discrete operations can be defined (e.g.
a continuously running induction motor). It is not necessary that the wear be a
deterministic function of the available data in order for our technique to be useful.
It is sufficient that the variance of the wear after taking the data into account be
reduced to a significant degree. The accuracy of the wear prediction is judged by
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its effectiveness in predicting device failure.
Given a data set of devices that have been measured until failure, our technique

is able to compute an estimate of the current wear of a similar device and the vari-
ance of the estimate. The remaining wear of the device (i.e. 1.0 minus the current
estimate of the wear) can then be used to forecast when the device will fail. The
remaining wear can be used directly as a trigger for scheduling maintenance. Alter-
natively, the remaining wear can be transformed into a failure prediction in terms
of calendar time either using average patterns of usage, or a proposed schedule of
operation for the device.

4 Wear Estimation through cumulative effect regression

We will model the wear as a sum of wear increments, one per use (or period of use)
of the device. Maintenance to a device can also be modeled as a “use”, albeit one
with a negative wear increment. Let ��� be the wear increment associated with the
�’th use of device �. Then the wear after � uses is given by

���� �

��
���

��� � (1)

Since we do not have access to the wear increments, they must be estimated based
on usage data that is available. Let ��� be a vector containing all available infor-
mation on the �’th use (or period of use) of device �. It is assumed for now that
for each device represented, the usage data is complete, i.e. the device had no uses
before it failed that are not in the data set. Let � be the number of devices for
which we have data, and let �� be the number of uses before failure for the �’th
device. Let ��	
 ���� be an estimate of the incremental wear ��� given usage data
��� . We propose to construct semiparametric estimates, so the size of 	 will be
chosen based on the usage data.

How can the incremental wear function be estimated? For the �’th device, the
usage data has the form ����
 ���
 � � � 
 ����

�. The device failed after �� uses, so its
wear is ���. Unlike in ordinary (supervised) regression, the only information pro-
vided is the sum of the dependent variable values over arbitrary sequences instead
of the individual values. We refer to this particular type of learning with highly
impoverished supervision as cumulative effect regression. Compared to traditional
regression, cumulative effect regression performs essentially the same task of pre-
dicting the individual increments, but with less information. From this perspective,
it is somewhat remarkable that this problem can be solved at all, but in fact, for the
linear case, it has a relatively simple closed form solution. In general, the quantity

6



to be minimized is the expected prediction error

��	� �
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�
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� (2)

It should be readily apparent that 	 can be estimated easily if we choose a linear
form for �, i.e.

����� 
 	� �
��
���

	��������� (3)

In that case, given � failed devices, we can compute the estimate �	 by minimizing
the expected prediction error

�	 � ��	
����	� �

�
��
���

���
�
�

��� ��
���

��
 (4)

where

�� �

���
���

������
 (5)

and we have taken ������ to be the vector

��������
 �������
 � � � 
 ��������
� � (6)

The derivation and structure of the solution is reminiscent of that for regression [7].
The standard tools used in conventional regression to improve generalization, i.e.
cross-validation, boot-strapping, bagging, and the like, all seem to be applicable
to cumulative effect regression. For the radial basis function network we will use
later, the �� are Gaussians with means and variances chosen as described in [8].

5 Performance Assessment

A reasonable goodness-of-fit criterion would be the expected prediction error (2)
computed for a test set of devices, which is independent of the set used for train-
ing. Alternatively, bootstrap or cross-validation estimates of the latter could be
utilized. Unfortunately, as any one of these measures is defined in the abstract
”wear” space, a direct quantitative interpretation of its value is rather difficult. A
more comprehensive and easily interpretable diagnostic tool is provided by Op-
erating Characteristic (OC) curves, which are parametric plots of ‘false alarms”
versus ”missed detection” as an implicit function of the sensitivity threshold. For
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simplicity we will illustrate the fundamentals of our proposed predictive mainte-
nance scheme via the simple example of exchanging a device when its lifetime 


exceeds a threshold � specified by the user. The inherent tradeoff of this approach,
which is common to most statistical classifiers, is characterized most lucidly by its
associated error rates:

� A type I error, generally denoted by �, is committed by exchanging a device
too early. The most obvious cost resulting from this error is the mean lost
lifetime.

� A type II error, generally denoted by �, corresponds to a device failing be-
fore its lifetime assumes �. The associated costs are highly business and con-
text specific. We choose to simply compute the percentage of unexpected
failures.
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Figure 3: Experimentally obtained Operating Characteristics for X-ray tubes. The
OC curve corresponding to the virtual wear model is significantly better than the
one obtained from naively thresholding lifetime (scan seconds).

An OC curve, such as Figure 3, parametrically plots pairs of ��
 �� while varying
the threshold � through a reasonable range. We trained the wear model on a fleet
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of the same X-ray tubes described above. An automated search process resulted in
the selection of four of the available measurements to be used as inputs. The ac-
tual physical variables used are proprietary. The data set contained 69 failed tubes.
Regular lifetime was measured in “scan seconds”, which is the total number of sec-
onds of use. We estimated the incremental wear function (equation 3) via a radial
basis function network with twelve basis functions. An OC curve was generated
by leave-one-out cross validation, i.e. training the model on the remaining 68 tubes
when studying its performance on the remaining tube. Figure 3 compares the OC
curve for this virtual wear model to the OC curve obtained when straightforward
scan seconds thresholding is performed. The improvement is rather striking. For
any acceptable fraction of missed failures, the amount of lost lifetime under the
new algorithm is about half what it would be under simple time thresholding. This
means that a significant maintenance cost, i.e. the cost of discarding parts that still
have some life in them, has been halved.

6 Quantifying wear

The benefits of the cumulative wear model extend beyond providing an estimate
of the remaining lifetime of a device, the quality which can be assessed by an OC
curve. By estimating the parameters �	, the algorithm effectively approximates the
incremental wear function (3). Being able to quantify the actual wear and therefore
directly compare the effective device “damage” across different operating regimes
can be invaluable not only for the user but especially for device manufacturers.
Understanding how the wear of a particular device depends upon its operating pa-
rameters can lead to design improvements that further reduce maintenance cost.
Graphical renderings of ����
 	� as a function of its arguments �� provides a com-
prehensive summary of its dependence on the joint values of the input variables.
Unfortunately, such visualization is limited to low-dimensional views. One way
to visualize the wear curve or surface if the dimension of �� is greater than two is
a partial dependence plot, which are marginal averages over a subset of the input
variables. It is possible in this way to concentrate on the effect of a selected subset
of variables. Figure 4 is such a partial dependence plot, displaying the wear sur-
face as a function of only two of the four variables. While the overall qualitative
trend of this plot might not be a surprise to X-ray tube manufacturers, the ability to
quantify the wear could be extremely useful.
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Figure 4: The wear surface as a function of two variables dose and voltage. Note
that this is a partial dependence plot as there are a total of four variables. Shown
is the effect averaged over the remaining two variables. The color coding extends
from green (low) to yellow (intermediate) to red (high). We choose to omit the
actual values of the wear function. Note that the variables have been rescaled to
mean zero and unit variance.

7 Possible Extensions

Multiple modes of failure can be handled by multiple wear indices, one per mode,
in the case that the failure modes are labeled, or by adaptations of “mixture of
experts” techniques [9] in the case that they are unlabeled.

It is sometimes the case that some of the quantities comprising the usage data
are not always available. For example, while some quantities might be measured
for each use, others might be measured only occasionally. If, as is sometimes the
case, the more rarely measured quantities change little between successive uses,
they can simply be interpolated to provide estimates which are synchronous with
the rest. Techniques adapted to more general settings are also available [10].

It might be desirable to have estimates of the incremental wear depend upon
the instantaneous value of the total wear, e.g. for a particular type of use, wear
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might accelerate as the device gets older. The algorithms required to optimize the
parameters of the incremental wear function in this case are considerably more
complicated, and a closed form computation is usually not sufficient [11]. This
recursive wear estimate has not been explored by us.

8 Related Work

The subfield of statistics known as survival analysis encompasses multiple tech-
niques for estimating remaining life, the most well-known of which is perhaps the
proportional hazards method [12] [13]. These techniques are not generally appli-
cable to the failure prediction problem described in this paper, as they rely upon
the knowledge of a fixed number of boolean conditions, i.e. “risk factors” and
“treatments”. To apply these techniques to the context described in this paper, it is
necessary to reduce the measurement sequences to a fixed number of conditions.
This reduction requires a deep knowledge of the device that is often lacking. Ad-
ditional points in favor of the algorithm described in this paper are the fact that
periods in which the device is not in use are treated naturally in wear estimation
(it would presumably have to be modeled as some sort of life-extending treatment
in proportional hazards), and the fact that the proposed algorithm’s adaptability to
semi-parametric techniques may give it broader coverage as compared to the ad
hoc parametric form of, e.g., proportional hazards.

An alternative approach is to apply system identification to determine the un-
known parameters in a model of the state and observables of the device [14] [15]
[16]. This approach requires a sufficiently accurate parametric model of the device,
which is often not available. If the parametric model is very detailed, a common
difficulty is in gathering enough data to determine all of the unknown parameters.

9 Conclusions and Discussion

We have introduced a new technique for predicting failure that involves the estima-
tion of the amount of wear on the device modeled as a single number. Despite the
simplicity of the wear model, the experimental result gives credible evidence that
it can lead to useful failure predictions even on complex devices.

The ability to quantify wear as a function of operating parameters should be
extremely useful both for device manufacturers as well as the end user. Besides
the potential for improvements in manufacturing or designing modified usage pro-
tocols, warranty and service contracts could be refined considerably.

The data typically available for use in wear estimation is censored, i.e. we do
not have and can not get complete usage-to-failure data for all devices because
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some have not yet failed. When devices which have not yet failed are simply
ignored, this results in a pessimistic bias in the data (since those devices which
are the best performers are most likely not to be included). The best method of
correcting this bias in the context of the presented technique is currently unclear.
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