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A major AI challenge for entity-level military 
simulations (i.e. simulations of individual soldiers, 
vehicles, etc.) and computer games is efficiently 
determining which entities on a virtual battlefield can see 
each other [1].  Entity inter-visibility is traditionally 
modeled by tracing a line of sight (LOS), i.e. entity A sees 
entity B if the line segment between A’s eyes and the top of 
B is unobstructed.  This model is, however, highly 
inaccurate.  Computing lines of sight to multiple points on 
the target entity improves accuracy, but at the cost of 
further loading the CPU.   

 
A substantial improvement would be to base the entity 

inter-visibility calculation on the visible fraction of the 
entity’s surface area [4].  This idea has a pedigree going 
back to the 1950’s, and a lot of military simulation work 
and hardware development has made use of it.  A CPU-
based version of this idea has been used in at least one 
military simulation [5], though not necessarily on models 
with complex geometry in real time. 

 
An even more significant improvement over traditional 

LOS would be to base the visibility determination on the 
same type of information provided to a human player, i.e. 
the actual pixel values of B as seen from A’s point of view.  
This class of inter-visibility algorithms is clearly related to 
computer vision [3] while being fundamentally different in 
that the ground truth is known and can be used in the 
computation.  We propose to make this significantly more 
complex approach to inter-visibility determination feasible 
by doing much of the computation on the GPU. 

 
To determine whether A sees B, our approach begins by 

performing a low resolution render-to-texture of a small 
window centered on B from A’s viewpoint. A second 
render of the same window using false-color to code object 
identities [2], to mention one specific technique, is used to 
determine which pixels are part of B (the “figure”) and 
which are not (the “ground”).  Color and textural 
differences between the figure and ground can now be 
calculated based on computer vision algorithms.  The 

results should allow an estimation of whether A sees B of 
unprecedented sophistication.  For the first time, it may be 
possible to realistically account for such factors as shadow, 
camouflage, silhouetting, and smoke in real time.  Much or 
all of this computation can be done on the GPU. 

 
An inventory of image characteristics that we are 

considering for our inter-visibility models, from simple to 
complex, is given below. 

• Visible surface area 
• Brightness differences 
• Color histogram differences 
• Textural differences 
• Salience of characteristic edges 
• Visibility of object sub-components 
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